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Chapter 1 - Introduction
Many areas of research rely on the detection of radiation, in the form of single photons or

particles. By measuring the photons or particles coming from an object a lot can be learned about

the object under study. In some cases there is a simple need to know the number of photons

coming from the source. In cases like this a simple counter, like a Geiger-Mueller survey meter,

will suffice. In other cases one want to know the spectral distribution of the photons coming from

the source. In cases like that a spectrometer is needed that can distinguish between photons with

different energies, like a diffraction or transmission grating. The work presented in this thesis

focused on the development of a new generation broad band spectrometer that has a high energy

resolving power, combined with a high absorption efficiency for photon energies above 10 keV

and up to 500 keV. The spectrometers we are developing are based on low-temperature sensors,

like superconducting tunnel junctions or transition edge sensors, that are coupled to bulk

absorber crystals. We use the low-temperature sensors because they can offer a significant

improvement in energy resolving power, compared to conventional spectrometers. We couple the

low-temperature sensors to bulk absorber crystals to increase the absorption efficiency. In this

chapter I introduce different types of radiation detectors and spectrometers and areas where they

are being used. I also discuss the history and motivation of low-temperature spectrometers and

show some of the impressive results that have been achieved in this field over the last few years.

Finally I discuss the outline of this thesis.

1.1 Radiation detectors and spectrometers
1.1.1 Gas-filled detectors

The first radiation detectors were based on ionization and excitation processes when an energetic

particle passes through a gas. Ionization chambers are the simplest of all gas-filled detectors.

Their normal operation is based on the collection of all the charges (positive gas ions and free

electrons) created by direct ionization of a gas through the application of an electric field. In most

gases of interest for radiation detectors, the ionization energy for the least tightly bound electron

shells is between 10 and 20 eV. However, there are other mechanisms by which the incident

radiation may lose energy within the gas that do not create ion pairs. For example excitation of a

gas atom, in which an electron may be elevated to a higher bound state but not completely

removed. Therefore ε, the average energy lost by the incident radiation per ion pair formed, is

always substantially larger than the ionization energy. He and Ar are typical gases used in

ionization chambers. The average energy needed to create an ion pair in He and Ar are 33 eV and

27 eV respectively [1]. Ionization chambers are most commonly used as portable survey

instruments for radiation monitoring purposes. They typically consist of a closed gas volume
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from which the ion current is measured. Typical ionization chambers are sensitive at energies

above 20-50 keV, due to attenuation by the walls and windows of the chamber.

The proportional counter is another type of gas-filled detector. The proportional counter

relies on gas multiplication to amplify the charge represented by the original ion pairs within the

gas. Gas multiplication is a consequence of increasing the electric field within the gas to a

sufficiently high value. At low values of the electric field, as is the case in an ionization chamber,

the electrons and ions simply drift to their respective collecting electrodes. At sufficiently high

fields the free electrons are accelerated to a kinetic energy which enables them to produce

additional ionization. This gas multiplication takes the form of an avalanche, which terminates

when all free electrons have been collected at the anode. Under proper conditions, the number of

secondary ionization events can be kept proportional to the number of primary ion pairs formed,

but the total number of ions can be multiplied by a factor of many thousands. In typical gases, at

atmospheric pressure, the applied field is of the order of 106 V/m, and the charge multiplication

factor can range up to 104. The energy resolution of a proportional counter is determined by the

statistical variation in both the number of charges created by the absorption event and

fluctuations in the single-electron avalanche magnitude. The energy resolution for typical

proportional counters is about 1.3 keV at 10 keV and 4 keV at 100 keV [1].

The Geiger-Mueller counter (also known as G-M tube) is a third kind of gas-filled

detector. The G-M tube also uses gas multiplication, but with a substantially higher electric field,

which enhances the intensity of each avalanche. At a critical value of the field, each avalanche

can create at least one more avalanche, and a self-propagating chain reaction will result. The

chain reaction is always terminated after about the same number of avalanches have been created,

and therefore all pulses from a G-M tube are of the same amplitude regardless of the number of

original ion pairs that initiated the process. Because of this a G-M tube has no energy resolution

and can only function as a simple counter of radiation-induced events.

1.1.2 Scintillation detectors

In a scintillation detector the incoming radiation excites atoms, that results in luminescence

(scintillation), which can be recorded by a photomultiplier. The scintillators in most common use

are doped (or activated) inorganic single crystals, such as thallium doped sodium iodide or

cesium iodide, and organic liquids and plastics, such as polystyrene. The energy resolving power

of scintillator detectors is rather poor, mainly due to variations in the light collected from

scintillation events over the volume of the crystal and less-than-perfect reflection conditions at

the surface of the crystal. An interesting hybrid detector has been developed which combines

some of the properties of a proportional counter with those of a scintillation detector. The gas

scintillation proportional counter (GSPC) is based on generating a signal pulse from the visible
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and ultraviolet photons emitted by excited gas atoms and molecules. When an electric field is

applied to the gas, the free electrons from the ion-electron pairs, that are generated by the

absorption event, will drift as they do in an ionization chamber or proportional counter. If the

field is sufficiently strong these electrons can excite some of the molecules in the gas, which may

then deexcite through the emission of a photon. This process also occurs in a conventional

proportional counter, but there the photons are treated as a nuisance. In the gas scintillation

proportional counter the photons are also detected by a photomultiplier. The light output of a

GSPC can be several orders of magnitude greater than that of a conventional NaI(Tl) scintillator.

By choosing the applied voltage carefully to avoid the formation of an avalanche, the fluctuations

in electron multiplication, that limit the energy resolution of a proportional counter, are not an

issue. The energy resolution of a GSPC can therefore be almost a factor two better than that of a

conventional proportional counter.

1.1.3 Semiconductor detectors

All of the detectors describe above are used extensively for determining the number, position or

path of charged particles or single photons. An advantage of these detectors is that they can be

fabricated in huge volumes so they can cover large areas. However, their energy resolving power

is mostly rather poor. A major jump in energy resolving power can be achieved by using an

energy dispersive semiconductor detector, where typically a few eV is needed to produce one

electron-hole pair. These semiconductor detectors are typically fabricated as p-i-n structures

where the p-type and n-type contacts are separated by a thick depletion layer of close to intrinsic

resistivity. The electron-hole pairs are collected by applying an electric field across the p-i-n

structure. As is the case in the gas-filled detectors, it takes more energy to create an electron-hole

pair than just the bandgap of the semiconductor materials. In Si, an energy deposition ε of 3.6 eV

is required to produce one electron-hole pair, even though the bandgap Eg is only 1.2 eV. The

remainder of the energy goes into the production of phonons. The maximum phonon energy

(Debye energy) in Si is only 60 meV [2], which means that 70% of the absorbed energy will be

lost into phonons that can no longer produce new electron-hole pairs.

Bandgap Excitation

energy ε
Operating

temperature

∆EFWHM

@ 55Fe (5.9 keV)

∆EFWHM

@ 137Cs (662 keV)

Si 1.1 eV 3.6 eV 77 K 150 eV N/A

Ge 0.7 eV 3.0 eV 77 K 150 - 200 eV 1040 eV [3]

CdTe 1.5 eV 4.7 eV 230 K N/A 2600 eV [4]
Table 1.1 Comparison between different semiconductor X-ray and γ-ray detectors
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In table 1.1 a summary is shown of some of the important characteristics and best

achieved energy resolutions of three frequently used semiconductors detectors. Si is widely used

for low-energy X-ray detectors (E < 10 keV), whereas Ge and CdTe are mainly used for detecting

higher energy photons. Because the energy needed to create an electron-hole pair in Si and Ge is

relatively small these detectors have to be cooled to liquid nitrogen temperature (77 K) for

optimum performance. The development of CdTe detectors is mainly motivated by the need for

detectors that require little or no cooling.

1.1.4 Crystal-based spectrometers

Although the semiconductor detectors offer a better energy resolving power than the gas filled

detectors and the scintillator detectors, their performance is sometimes still not good enough. In

order to reach higher energy resolving powers wavelength-dispersive spectrometers are used [5],

such as those based on crystal diffraction. A crystal diffracts X rays because of the regular

periodicity of the lattice planes. X rays impinging on the surface of a properly cleaved crystal will

only be reflected with high efficiency if their wavelength λ satisfies the Bragg condition,

mλ = 2dsinθ, where θ is the angle of incidence with the lattice planes, m is the spectral order and

d is the lattice constant. If the angle θ is systematically varied by rocking the crystal relative to

the X-ray beam, the intensity of the beam as a function of wavelength can be recorded with a

simple proportional counter. Alternatively, if the crystal is illuminated by diffuse radiation,

different wavelengths can be focused in different directions. Imaging of the reflected photons on

a position-sensitive detector gives the spectral information. Using a CCD that is positioned

several meters away from the crystal and that has a very high position resolution, an energy

resolving power ∆E/E can be achieved ranging from 103 to 104. In practice, however, the energy

resolving power achieved is often limited to less than 103 by the position resolution of the

detector that images the reflected radiation. In addition to this the maximum photon energy a

crystal-based spectrometer can measure is limited to about 10 keV. This is determined by the

smallest lattice constant in available crystals. Notwithstanding these drawbacks, crystal-based

spectrometers are still frequently used for observing narrow spectral bands below 10 keV,

because of their high energy resolving power.

1.1.5 Grating-based spectrometers

Spectrometers that are based on diffraction by gratings can be divided into two categories:

transmission-grating spectrometers and reflection-grating spectromters. A transmission grating

consists of a periodic array of metal bars separated by spaces. X rays passing through the spaces

at an incident angle φi constructively interfere and are dispersed to an outgoing angle φo. This

process is governed by the dispersion relation, mλ = d(sinφi - sinφo), where d is the spacing
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between the centers of the bars (the “grating constant”). Imaging of the dispersed photons on a

position-sensitive detector gives the spectral information. With currently available line densities

of 104 lines per mm energy resolving powers ∆E/E ranging from 250 to 25,000 can be achieved

in the 0.1 to a few keV band. The Advanced X-ray Astrophysics Facility (AXAF) satellite (which

was renamed to CHANDRA), that will be launched sometime in 1999, will be equipped with a

transmission grating spectrometer [6].

A reflection grating consists of a periodic array of grooves on a reflective surface. X rays

reflecting at grazing incidence will constructively interfere at different angles and are dispersed

as a function of wavelength. If an impinging X ray makes a polar angle θ with the grooves, it will

leave at that angle as well. The dispersion relation, derived from the interference condition

between the grooves, relates the incoming azimuthal angle α to the outgoing azimuthal angle β:

mλ = dsinθ(cosβ - cosα), where d is the groove space, and m is the spectral order. The X-ray

Multi-mirror Mission (XMM), that will also be launched in 1999, will be equipped with a

reflection grating spectrometer [7].

As is the case with the crystal-based spectrometers, the energy resolving powers that can

be achieved with the grating-based spectrometers is often limited to less than 103, by the position

resolution of the detector that is used to detect the radiation. The maximum photon energy that

can be measured with a grating-based spectrometer depends both on the minimum width of the

lines or grooves in the grating as well as the reflectance of the grating materials or coatings that

have been applied to the gratings. The maximum photon energy a grating-based spectrometer can

measure is typically 3 - 4 keV [8].

1.2 History and motivation of low-temperature detectors
The different types of radiation detectors and spectrometers I described above are widely used in

many different areas. For a lot of applications the semiconducting energy dispersive

spectrometers have become the spectrometer of choice, simply because they are easy to use and

inexpensive to operate and have adequate resolving power. For photon energies below a few

keV, where very high energy-resolving powers are needed, the wavelength dispersive crystal and

grating-based spectrometers are used more, even though they generally have poorer efficiency.

For photon energies above 10 keV the crystal and grating-based spectrometers cannot be used

and the only detector of choice is a germanium detector.

Low-temperature detectors can be used for both low-energy photons in the range from the

optical to a few keV as well as for high-energy photons in the range from 10 keV up to several

100 keV. In theory they can offer very high energy-resolving powers over a broad band combined

with a high quantum efficiency. Although low-temperature detectors have been under
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development for about 15 years now, they have only started reaching maturity in recent years.

The application of low-temperature calorimetry to measure the energy deposited by radioactivity

was first suggested in 1935 by Simon [9]. The detection of individual α particles by a

superconducting bolometer was first reported in 1949 by Andrews [10]. The detection

mechanism is based on a temporary transition to the normal state of a superconducting film that

is biased with an electrical current and operated at a temperature near the middle of its

superconducting-to-normal transition. In 1968 Wood and White [11] were the first to report the

detection of α particles using superconductor-insulator-superconductor (SIS) tunnel junctions

made of thin Sn films. They attributed the observed pulses in the tunneling current to the

breaking of Cooper pairs in the films by the phonon and electronic excitations generated by the α
particles.

Currently there are many groups working on the development of different kinds of

low-temperature detectors for many different applications. For a good overview of recent

progress see the proceedings of the most recent International Workshops on Low Temperature

Detectors [12,13] and two recent review papers by Booth [14] and Twerenbold [15]. The main

difference between low-temperature detectors and other energy-dispersive detectors is that the

energy needed to create excitations that can be measured is much smaller. This translates into a

theoretical energy resolution that is at least an order of magnitude better than that achievable with

semiconductor-based energy dispersive detectors.

Microcalorimeters use a thermistor to measure the temperature increase after an X ray is

absorbed in the detector. The NASA/Wisconsin collaboration measured an energy resolution of

7.3 eV at 5.9 keV using doped Si thermistors coupled to a semiconducting HgCdTe

absorber [16]. The SAO/LBNL collaboration measured an energy resolution of 7.1 eV at 5.9 keV

using an NTD (neutron transmutation doped) Ge thermistor coupled to a superconducting Sn

absorber [17]. Recently Allesandrello reported an energy resolution of 5.7 eV at 5.9 keV also

using an NTD Ge thermistor coupled to a Sn absorber [18]. The same calorimetric principle is

used in superconducting transition edge bolometers. By applying electro-thermal feedback to

counteract the temperature increase due to the absorbed photon, the theoretical energy resolution

can be increased and the pulse decay time can be shortened. The group at NIST Boulder

measured an energy resolution of 7.2 ± 0.4 eV at 5.9 keV using an Al/Ag proximity bilayer

biased at its normal to superconducting transition coupled to a normal conducting Ag

absorber [19]. Recently they reported an improvement to 4.7 ± 0.1 eV at 5.9 keV using the same

technology [20]. This is the best energy resolution achieved with a low-temperature, energy

dispersive spectrometer to date.

Another approach is to absorb the photons in a normal metal thin film that forms one

electrode of a normal metal - insulator - superconductor (NIS) tunnel junction. The increase in
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subgap current is a measure of the increased electron temperature in the normal metal absorber.

Using a Au absorber with a Ag/Al2O3/Al tunnel junction the group at NIST Boulder achieved an

energy resolution of 22 eV at 5.9 keV [21].

Several groups are pursuing the development of SIS tunnel junctions. The incoming

photons break up the Cooper pairs in the superconducting thin films that make up the tunnel

junction and generate quasiparticles. The increase in subgap current is a measure of the number

of created quasiparticles. The best reported energy resolution achieved to date is 12 eV at

5.9 keV using Al/Al2O3/Al tunnel junctions [22].

1.3 Outline of this thesis
The work that is presented in this thesis is focused on creating a high-resolution, low-temperature

spectrometer for photon energies above 10 keV (and up to 500 keV). The main motivation for

developing these detectors is the lack of alternative high-resolution spectrometers for this energy

range. An area where these high-resolution spectrometers could be used is nuclear

nonproliferation. For example, when small quantities of nuclear materials are present, most of the

gamma rays detected will be from background sources. Conventional detectors aren't sensitive

enough to distinguish clearly between gamma radiation from the background source and from the

nuclear material. The detectors also holds promise in environmental monitoring for the analysis

of trace contaminants because it can detect levels that conventional detectors would miss.

In these new high-resolution spectrometers single-crystal absorbers are used to increase

the absorption efficiency over currently existing thin-film based low-temperature spectrometers.

The signals of the absorber crystals are read out by different kinds of low-temperature sensors. In

chapter 2 of this thesis I present the operating principles of the thin-film sensors. I present the

relevant time scales for the physical processes in both the superconductor - insulator -

superconductor tunnel junctions (STJ’s) as well as the transition edge sensors (TES’s). I also

show some of the interesting results achieved by our group and others in the field and give a

comparison of the advantages and disadvantages of both read-out schemes. In chapter 3 I

describe the experimental techniques used for the work presented in this thesis. This includes a

description of the fabrication of the detectors as well as the cryogenic equipment used in the

characterization of the detectors. In chapter 4 I present the results we obtained with detectors

with superconducting absorber crystals, both with STJ and TES read-out. In chapter 5 I present

the results we obtained with detectors with dielectric absorber crystal with TES read-out. This

includes a theoretical model I developed that accurately describes the measured current pulses of

these detectors. Finally in chapter 6 I present the results we obtained when we performed more

extensive measurements with one detector with a dielectric absorber crystal and TES read-out. In
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these experiments we changed the thermal coupling between the detector and the cold-bath and

irradiated the detector through a collimator. I discuss the effects of the different thermal coupling

and collimation on the measured pulse shapes and spectra.
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Chapter 2 - Low-temperature X-ray sensors
2.1 Introduction
The detectors that were studied for the work in this thesis typically operate at temperatures below

1 Kelvin. They rely on the principles of superconductivity and take advantage of the material

properties that occur at low temperatures. In this chapter I briefly present the basic theory of

superconductivity. This will help in understanding the physical processes that occur in our

detectors. After this I describe the two types of low-temperature sensors that were used in this

work: superconducting tunnel junctions (STJ’s) and transition edge sensors (TES’s). Most of the

research groups that are working in the low-temperature detector field fabricate these sensors on

Si substrates, using thin films of either a superconductor or normal metal to absorb the photons.

These detectors perform excellently in the regime below a few keV. However, for higher energy

radiation these thin-film devices don’t have sufficient stopping power. The main focus of the

work described in this thesis is to develop a high-resolution, low-temperature spectrometer, that

can measure with high quantum efficiency at photon energies above 10 keV and up to 500 keV.

We do this by absorbing the incoming radiation in a bulk single-crystal absorber and reading out

the signal that is generated by the absorption event with either an STJ or a TES that is attached to

the absorber crystal. This chapter is intended to introduce the operating principles of the different

types of sensors and to compare the advantages and disadvantages of using either STJ’s or TES’s

to read out the signals of the single-crystal absorbers.

2.2 Theory of superconductivity
2.2.1 History of superconductivity

Our detectors are based either fully or partially on materials that are superconducting at the

operating temperatures of our detectors. Because of this I start this chapter with a brief

description of the theory of superconductivity. Superconductivity is the phenomenon of

vanishing electrical resistance in certain materials, when they are cooled below a material

specific critical temperature TC. This phenomenon was first discovered by Kamerlingh Onnes at

the University of Leiden in The Netherlands [23]. He observed that the resistivity of mercury

vanished when he immersed it in liquid helium. In 1933 Meissner and Ochsenfeld discovered

that a superconductor is not only a perfect conductor but also a perfect diamagnet [24]. Both

these phenomena were incorporated in the phenomenological theory of London and London [25].

In the following years many experiments were performed to try to understand the underlying

principles of superconductivity. In 1950 Ginzberg and Landau developed their by now famous

theory in which they introduced a complex wavefunction ψ as an order parameter [26]. It soon

became apparent that superconductivity results from a coherence effect among the conduction
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electrons, which occurs on length scales of the order of a micrometer. The discovery of the

isotope effect, that is the dependence of the critical temperature and critical field on the isotope

mass of the lattice nuclei (TC and HC ~ M-1/2), suggested that phonons play an important role in

superconductivity [27]. Both the appearance of the coherence length and the isotope effect led

Bardeen, Cooper and Schrieffer to their successful microscopic theory of superconductivity,

which is now called the BCS theory [28].

2.2.2 Cooper pairs and quasiparticles

The BCS theory describes the coherent electron states of a superconductor in term of Cooper

pairs and quasiparticles. The superconducting ground state consists of Cooper pairs, each of

which is a bound state of two electronic quasiparticles with momenta k
→

 and - k
→

, respectively.

The interaction coupling is mediated via phonons. This explains why superconductivity is

essentially a low-temperature effect: at temperature higher than the critical temperature thermal

phonons will dominate the coherence effect and thus suppress superconductivity.

The lowest energy possible for a single-particle excitation is the superconducting energy

gap ∆ and consists of two quasiparticle states where the k
→

 state is occupied and the

corresponding - k
→

 state is empty. This excitation blocks that specific pair from participation in

the coherence state and increases the system energy accordingly. The BCS theory predicts that

the values of the zero temperature energy gap ∆(0) and the critical temperature TC are connected

by the relation ∆(0) / kBTC = 1.76. This relation holds for many type-I superconductors. For

strong-coupling superconductors larger values are generally found. For instance in Nb

∆(0) / kBTC = 1.93 and in Ta ∆(0) / kBTC = 1.80. The BCS theory also predicts that near the

critical temperature (in zero magnetic field) the energy gap varies according to

∆(T) / ∆(0) = 1.74 (1 - T/TC)1/2. Furthermore it also predicts that the temperature dependence of

the critical magnetic field can be described with HC(T) / HC(0) = 1 - (T/TC)2.

In figure 2.1 the excitation spectrum of quasiparticles in the BCS theory is shown. The

excitation spectrum can be described with

Ek k= +ξ2 2∆ , (2.1)

where ξk = E - EFermi is the energy of the quasiparticle relative to the Fermi level. The density of

states NS(E) follows from
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where N(0) is the density of states at the Fermi surface in the normal state. The density of states

in a superconductor can be displayed in the semiconductor representation as is shown in

figure 2.2. This figure shows that in the superconducting state excitations with all momenta, even

those whose ξk fall in the gap, have their energies raised above the gap. In fact a divergent state

density is expected just above Ek = ∆.

Figure 2.1  The energy of excitations as a function of the energy relative to
the Fermi level, in both the normal and superconducting states.

Figure 2.2  Density of states in the superconducting compared to the normal
state. All k states whose energies fall in the gap in the normal metal are
raised in energy above the gap in the superconducting state.
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For low temperature (kBT/∆ << 1) in a superconductor in equilibrium most conduction

electrons will condense into Cooper pairs and hardly any quasiparticles will exist. For higher

temperatures, however, a larger number of thrmally excited quasiparticles will exist. According

to Kaplan [29] the number of thermally excited quasiparticles increases exponentially with

increasing temperature and is given by

N T N k Tth
k T( ) ( ) B

/= −2 0 2π∆ e B∆ . (2.3)

2.3 Superconducting tunnel junctions as low-temperature detectors
2.3.1 Operating principle

When a photon or energetic particle is absorbed in a superconductor it breaks up Cooper pairs

and generates a large number of excited quasiparticles. The number of quasiparticles is

proportional to EX, the energy of the absorbed photon or particle. The average number of excited

quasiparticles and its standard deviation are given by

N
E FEX X=
ε ε

± , (2.4)

where ε is the energy needed to create one quasiparticle and F is the Fano factor. Typically in a

superconductor ε is of the order of a few meV (more on F and ε in section 2.3.3).

As a result of this small magnitude of ε in a superconducting absorber, a photon or

energetic particle with an energy of 1 keV generates of the order of 1 million quasiparticles.

Herein lies the main advantage of SIS tunnel junctions over the more conventional

semiconductor detectors. When a photon or energetic particle is absorbed in a semiconductor

electrons are moved out of the valence band across the bandgap into the conduction band, thus

creating electron-hole pairs. These electron-hole pairs are analogous to the quasiparticles in the

superconducting absorbers. The bandgap in a semiconductor, however, is typically of the order of

a few eV. This means that for a given energy in a superconducting absorber about a factor 1,000

more excitations are created, which enables one to measure the number of excitations with much

larger precision.

The small magnitude of ε in a superconductor also puts the biggest restriction on the use

of superconductors as absorbers. The quasiparticles excited by an absorption event have to

compete with the always present background of thermally excited quasiparticles. One possible

loss mechanism for excited quasiparticles is the recombination into Cooper pairs with thermally

excited background quasiparticles. If this process occurs before the excited quasiparticles
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generate a signal (by tunneling across the tunnel barrier of the tunnel junction) the quasiparticles

are lost. Since these recombination events occur randomly they are a source of noise. As was

shown in equation (2.3) the number of thermally excited quasiparticles declines exponentially

with decreasing temperature. Because of this the SIS tunnel junction detectors require a low

operating temperature. Typically one operates an SIS tunnel junction detector at temperatures

below 0.1TC.

2.3.2 Quantum mechanical tunneling of quasiparticles

After an absorption event has occurred the superconducting absorber is filled with a mixture of

excited quasiparticles and phonons. To determine the energy of the absorbed photon or particle,

one has to count the exact number of quasiparticles. The concentration of quasiparticles in the

superconducting absorber cannot be measured by simply applying a voltage across the absorber,

as one would do in a semiconductor to sweep out the generated electron-hole pairs. The absorber

has zero resistance and would not allow an applied voltage. The number of excited quasiparticles

can however be measured by incorporating the superconducting absorber into a superconductor -

insulator - superconductor (SIS) tunnel junction, also known as a superconducting tunnel

junction (STJ). An STJ is physically the same as the more widely known Josephson

junction [30], but it is operated by applying a small magnetic field in the plane of the junction to

suppress the simultaneous tunneling of Cooper pairs (DC Josephson effect).

An STJ consists of two superconducting layers separated by a thin insulating film. If the

barrier is thin enough, typically a few 10 Å, the wavefunction of an electron in one film can

overlap with the wavefunction of an electron in the other film and quasiparticles can tunnel

quantum mechanically across the barrier. This leads to a tunnel current between the two films,

which in thermal equilibrium is given by

I V
G

e
N E N E eV E E eV Ebias

nn
bias bias( ) ( ) ( )[ ( ) ( )]= + − +

−∞

∞

∫ 1 2 f f d , (2.5)

where Vbias is the applied bias voltage across the STJ, Gnn is the conductance of the STJ in the

normal state, e is the electron charge, N1 and N2 are the densities of states in both films and f(E)

is the Fermi distribution function: f e B( ) / ( )( )/E E E k Tf= + −1 1 , where Ef is the Fermi energy. At

low temperatures the Fermi distribution functions can be approximated by step functions. By

inserting equation (2.2) into equation (2.5) we get the expression for the current-voltage

characteristic (or I-V curve) of an STJ. A current-voltage characteristic for an Al/Al2O3/Al STJ at

a temperature well below TC, that was calculated with this equation, is shown in figure 2.3.
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An STJ can be operated as an energy-sensitive detector by applying a bias voltage smaller

than 2∆/e across the device. A transient change in the number of quasiparticles in one of the

electrodes will lead to an additional tunneling current, that is proportional to the number of

excess quasiparticles produced. In order to achieve good energy resolution the current-voltage

characteristic of the STJ has to have two important features. First the I-V curve has to have a

steep ohmic slope for voltages larger than 2∆/e, which makes sure that the average time before a

quasiparticle tunnels across the barrier is relatively short compared with the other relevant time

constants. Fast quasiparticle tunneling can be achieved with a thin insulating barrier. I discuss

quasiparticle tunneling in more detail in the next section. Second, the I-V curve needs to have a

large dynamical resistance dV/dI at bias voltages smaller than 2∆/e, which allows the excess

current to be measured with large signal-to-noise. These two requirements pose the highest

demands on the quality of the tunnel barriers. Generally the ratio of the normal resistance and the

dynamical resistance is used as a number to parametrize the quality of the STJ’s. Typically

quality factors for good STJ’s range from 104 to 106.

Photons and energetic particles can be absorbed in both electrodes of the STJ. In

figure 2.4 the tunneling processes are shown for absorption events in both films. Tunneling

process (a) is the one for an absorption event in film 1, that is at a higher potential. The

quasiparticles can tunnel directly across the barrier into film 2. Tunneling process (b) is

somewhat more complicated, where the absorption event occurs in film 2, that is at a lower

Figure 2.3  Calculated current-voltage characteristic of an Al/Al2O3/Al tunnel
junction. The normal resistance RN of the junction is 0.1 Ω, the temperature is
100 mK and the dynamic resistance RD is 1 kΩ.
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potential. In the successive quasiparticle tunneling process a Cooper pair is produced in film 2 at

the expense of a Cooper pair being destroyed in film 1. In both cases the result is an excess

quasiparticle current from film 1 to film 2. The tunneling probability for both processes is

identical. The pulse shapes resulting from these two cases, however, do not have to be identical

because of the different tunnel times and quasiparticle loss rates in the corresponding electrodes.

When the quasiparticle loss rate, either due to recombination or other processes, is sufficiently

slow the combination of the two tunneling processes will lead to back-tunneling of the excess

quasiparticles, resulting in an additional current (with the same sign as the forward tunneling)

and thus to an intrinsic amplification of the detector current. This amplification effect, also called

the “Gray effect” was first observed by Gray [31], who also proposed a transistor based on this

amplification mechanism.

2.3.3 Relevant time scales

The performance of an STJ as a high-resolution spectrometer depends on the dynamical

processes inside the detector. In this section I address the relevant processes in the thin film

STJ’s and discuss their expected relative time scales.

Quasiparticle generation

When a photon or energetic particle is absorbed in a superconductor a small volume of the

absorber is in a state far from equilibrium. The initial interaction with an atom of the absorber

produces a photo-electron which is ejected from an inner shell. The vacancy in the inner shell is

Figure 2.4  Tunneling processes in a superconducting tunnel junction. (a) The photon is absorbed in the
electrode at higher potential. The excess quasiparticles can tunnel directly through the barrier into the
other film. (b) The photon is absorbed in the electrode at lower potential. An excess quasiparticle can
recombine with an electron belonging to a Cooper pair in the other film. Both cases result in an excess
quasiparticle current from the electrode at higher potential to the electrode at lower potential.



24

filled by another electron, producing another X-ray with EX2 < EX. This secondary X ray is

subsequently absorbed by another atom in the absorber. The photo-electron relaxes relaxed by

electron-electron scattering, electron-phonon scattering and pair breaking. According to

Goldie [32] on a time scale of order a few ps this initial cascade results in a distribution of lower

energy electrons or quasiparticles and high energy phonons. Any quasiparticle with an energy

Eqp > ∆ will relax further by phonon emission. Phonons with energy Ω greater than 2∆ will in

turn break more quasiparticles. According to Rando [33], who performed Monte Carlo analysis

of the initial cascade in Nb, these initial processes are completed within a few ns. After that time

an equilibrium population of quasiparticles and phonons with energies close to the gap exists.

Phonons with energies smaller than 2∆ are lost because they don’t have enough energy to break

up a Cooper pair and produce more quasiparticles.

As was mentioned in section 2.3.1 the average number of excited quasiparticles is

proportional to EX, the energy of the absorbed photon or particle, and inversely proportional to ε,

the energy needed to create one quasiparticle. To determine ε and the Fano factor F, Monte Carlo

simulations of the electron cascade were performed for Sn by Kurakado [34,35] and Nb by

Rando [33]. They both found the result ε = 1.7∆. In addition they both found that the Fano factor

is 0.2. It is believed that this is true for most relevant superconductors as long as the low-energy

part of the phonon density of states resembles a Debye distribution [36].

Quasiparticle scattering

A quasiparticle relaxes in energy by means of inelastic scattering with phonon emission.

Kaplan [29] calculated the quasiparticle scattering time τs as a function of energy. He assumes

that the scattering times of low-energy quasiparticles can be related to the low-frequency part of

the phonon density of states F(Ω) weighted by the square of the matrix element of the

electron-phonon interaction α2(Ω). In his model he assumes that at low frequencies α2(Ω)F(Ω)

can be approximated with bΩ2, where b is a material dependent constant. At T = 0 he obtains
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where τ0 is a material dependent characteristic time. Chi and Clarke [37] give a value of 100 ns

for τ0 in aluminum. The theoretical scattering time for a quasiparticle in aluminum is plotted in

figure 2.5. For energies approaching the Al gap the scattering time becomes very long, because
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the available phase space for phonon emission is drastically reduced. For energies well above the

Al gap the scattering times varies as (∆/E)3. For quasiparticles injected into an aluminum film at

the Ta gap edge ∆Ta the inelastic scattering time will be ~ 1 ns. For quasiparticles entering the Al

from the Nb gap edge ∆Nb it will be ~ 0.1 ns. When the gap in the Al layer is raised due to the

proximity effect the scattering time will increase. In that case equation (2.6) has to be re-

evaluated, with the corrected ∆Al.

Quasiparticle recombination

Quasiparticle recombination is a loss process by which the total number of quasiparticles is

reduced. A quasiparticle can recombine with another quasiparticle to form a Cooper pair with the

excess energy emitted as a phonon. An upper limit to the recombination time τrec is set by it’s

thermal equilibrium value, which according to Kaplan [29] is given by
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This thermal quasiparticle recombination time is shown as a function of temperature in

figure 2.6. The probability of recombination with thermally excited quasiparticles decreases

Figure 2.5  Quasiparticle inelastic scattering time in aluminum as a function of
quasiparticle energy. For energies approaching the Al gap the scattering slows down
tremendously. For energies well above the Al gap the scattering time varies as (∆/E)3.
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exponentially with temperature because the density of thermal quasiparticles follows an

exponential temperature dependence, as was already shown in equation (2.3).

When the number of quasiparticles in a superconductor is increased above the thermal

background, for example by the absorption of an energetic photon or particle, recombination

among these excess quasiparticles adds another loss mechanism. This so-called

self-recombination can be estimated by defining the recombination rate R which is defined

as [38]

− = = −
∂
∂ τ
N

t

N
N N

R

Vrec rec

( )1 . (2.8)

In case of large N (as is the case shortly after an absorption event) this gives

τ rec nR
=

1
, (2.9)

where n = N/V. When the thermal quasiparticle density (2.3) and Kaplan’s equation for the

thermal recombination time (2.7) are substituted in this equation one obtains

Figure 2.6  Thermal quasiparticle recombination time as a function of
temperature in aluminum.
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R has a value of 5.4 µm3/s in aluminum. For realistic devices this results in quasiparticle

self-recombination times of the order of tens of microseconds [39].

Phonon pair breaking

When two quasiparticles recombine they emit a phonon with energy 2∆. Unless these phonons

escape into the substrate or decay anharmonically they can be reabsorbed by a Cooper pair,

thereby creating two new quasiparticles. This effect is either called phonon pair breaking or

phonon trapping. Kaplan calculated the pair breaking time τ0,ph at low temperatures for a large

number of different superconductors. He finds τ0,ph = 22.7 ps in tantalum, τ0,ph = 4.17 ps in

niobium and τ0,ph = 242 ps in aluminum.

Phonon pair breaking can lead to a significant enhancement of the quasiparticle

recombination lifetime, especially when the pair breaking time is short compared to the typical

phonon escape time τesc. In terms of these time scales the enhancement of the quasiparticle

recombination lifetime is given by the phonon trapping factor [40]

τ
τ

τ
τ

rec,eff

rec

esc

ph

= +1
0,

. (2.11)

Quasiparticle diffusion

Since a superconductor has zero electrical resistance for temperatures below its superconducting

transition temperature, we cannot apply an electric field across it to sweep out the quasiparticles.

Instead we have to rely on the diffusive transport of the quasiparticles. For a one-dimensional

diffusion process the root mean square size of the quasiparticle cloud <x2>1/2 varies with time as

<x2>1/2 = (2Dt)1/2, (2.12)

where D is the diffusion constant. The diffusion constant is proportional to the effective

quasiparticle velocity veff and the quasiparticle mean free path λ, and is given by D = (veffλ)/3.

I discuss quasiparticle diffusion in more detail in section 4.3.2.
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Quasiparticle loss

In many cases the quasiparticle lifetime is reduced below the value predicted by thermal and

self-recombination processes. The most common cause are probably areas of reduced gap that

serve as quasiparticle trapping sites in the superconducting films. A quasiparticle can enter a

reduced bandgap region and loose part of its energy by phonon emission. In that case it does not

have enough energy to reenter the full bandgap part of the electrode. Only excitation by a phonon

can release it again. At low temperatures or for deep traps this reexcitation process is unlikely. In

case this reduced bandgap region is not at the tunnel barrier, the quasiparticle does not contribute

to the tunnel process. It will probably recombine with another quasiparticle that also gets trapped

in the same reduced bandgap region. The phonon that is emitted from this recombination process

will also be lost because it does not have enough energy to break up new quasiparticles in the full

bandgap part of the electrode. Sites with reduced gap can arise from magnetic flux trapped inside

the superconducting films that drives certain areas into the normal conducting state with zero

gap. They can also arise from damage to the film, for example at the edges of junctions,

introduced by the fabrication process. They can also occur at grain boundaries or areas of high

impurity concentration.

In addition to the recombination of quasiparticles with other quasiparticles either in the

bulk of the electrodes or in reduced bandgap regions, there is also another process by which

quasiparticles can be lost from the system. Quasiparticles can diffuse into the leads that connect

the two electrodes that form the STJ [41]. When they diffuse into a lead they can no longer

tunnel across the barrier and thus no longer contribute to the signal. Absorption events that occur

close to the leads will suffer more from this loss process than events in the middle of the

junction. Since the quasiparticle losses to the leads occur randomly, this process will degrade the

energy resolution of an STJ detector. Losses to the leads can be reduced by making STJ’s with

narrow leads and possibly leads that are thinner than the electrode to which they are connected.

Another very effective way of reducing this effect is by making the leads out of a superconductor

with a larger bandgap than the electrodes. Kraus [42] used a Sn absorber (∆ = 0.585 meV) and Pb

leads (∆ = 1.37 meV). Gaidis [43] used a Ta absorber (∆ = 0.70 meV) and Nb leads

(∆ = 1.47 meV). In both cases quasiparticles, once relaxed to near the gap in the absorber

material, cannot enter the leads because they don’t have enough energy to do so.

Quasiparticle trapping and multiplication

Ideally one wants to make a detector that has a large area coverage and has a high absorption

efficiency. The signal-to-noise ratio of an STJ when read out with an FET amplifier, however,

will typically decrease as the area of the STJ increases beyond 0.01 mm2 [44]. One therefore

needs to use a relatively small STJ to measure the quasiparticles induced by the absorption of an
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energetic photon or particle in a large superconducting absorber. If such a small STJ would be

coupled directly to a big superconducting absorber of the same material, the photon induced

quasiparticles would impinge upon the tunnel barrier too infrequently to generate a reasonably

sized signal. In order to produce a signal large enough to be measured with high precision, the

excited quasiparticles must be concentrated near the tunnel barrier. This can be achieved, as is

shown in figure 2.7, by using a quasiparticle trap [45]. Once a quasiparticle enters the trap and

relaxes to a lower energy state by phonon emission, it is energetically impossible for it to return

to the absorber. When a quasiparticle is trapped in the trapping layer it can leave the trapping

layer by tunneling across the barrier to the other electrode. However, it can in some cases still

return to the absorber layer when it gets excited to a sufficiently large energy. This can especially

happen when ∆abs - ∆trap, the gap difference between the absorber and trapping layers, is

comparable to the thermal energy kBT. In that case the trapped quasiparticles de-trap and become

part of the excess quasiparticle population of the absorber layer again.

When ∆abs - ∆trap > 2∆trap another process can occur. In this case the phonons produced by

the relaxation scattering of the trapping process have sufficient energy to generate more

quasiparticles in the trapping layer. Also phonons that are considered sub-gap in the absorber

Ω < 2∆abs might have sufficient energy to generate more quasiparticles in the trapping layer when

Figure 2.7  Schematic representation of the quasiparticle trapping process. After a
quasiparticle diffuses into the trapping region it can become trapped (1) when it emits a
phonon. A quasiparticle can be excited from the trap (2) again when it absorbs a phonon
which has sufficient energy (Ω ≥ ∆abs - ∆trap). Quasiparticle multiplication (3) can occur
when a relaxation phonon has sufficient energy (∆abs - ∆trap ≥ 2∆trap) to break more
quasiparticles in the trapping layer.
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Ω ≥ 2∆trap. In both cases more quasiparticles are generated in the trapping layer, an effect which

is called quasiparticle multiplication. An estimate for the quasiparticle trapping time is given by

τ τtrap
abs

trap

eff,trap

eff,abs
s

V

V
=

v

v
, (2.13)

where Vabs and Vtrap are the volume of the absorber and trapping layers, veff,trap and veff,abs are the

effective quasiparticle diffusion velocities in the trapping and absorber layers and τs is the

quasiparticle scattering time. The scattering time is given by equation (2.6) and is proportional to

(1/∆abs)
3 when ∆abs is a few times larger than ∆trap [46]. The factor with the ratio of the volumes

and effective quasiparticle diffusion velocities is an estimate of the fraction of the time a

quasiparticle spends in the trapping layer. How the effective quasiparticle diffusion velocities are

related to the Fermi velocities is discussed in section 4.3.2.

For thin film STJ’s with vertical trapping, where the absorber and trapping layers have

the same area, the trapping time is generally very fast and of the order of a few 10’s of ns. When

bigger absorbers are used, for example when an STJ is coupled to a bulk, single crystal absorber,

the quasiparticle trapping time will be much longer. In cases like these the devices have to be

designed very carefully to keep trapping times relatively short compared to other time scales like

the recombination life time.

Quasiparticle tunneling

The number of quasiparticles that are generated by the absorption event has to be counted in

order to determine the energy of the absorption event. When the quasiparticles tunnel across the

tunnel barrier they generate a current. The total integrated charge of the current pulse, or in case

the pulse shape is identical for each measured pulse, the amplitude of the current pulse, can be

used as a measure for the total charge produced. The quasiparticle tunneling time can be defined

through equation (2.5) and the relation I = eN/τtun,  where N is the number of quasiparticles that

can tunnel. For a symmetrical STJ the tunneling time can thus be expressed as [47]
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Figure 2.8 shows the value of the quasiparticle tunneling time in an Al/Al2O3/Al STJ as a

function of bias voltage. It is assumed that the STJ has a normal conducting resistance

RN of 0.1 Ω and that the quasiparticles tunnel from an Al electrode that is 200 x 200 µm2 in size

and 200 nm thick.



31

2.3.4 Theoretical limiting energy resolution

In an ideal case, with no additional sources of noise, the theoretical limiting energy resolution of

an STJ is determined by the statistical variation of the number of created quasiparticles (see

equation (2.4)). This translates to a naive theoretical limiting energy resolution

∆E F EFWHM X= 2 35. ε , (2.15)

where F is the Fano factor, ε the energy needed to create one excess quasiparticle and EX the

energy of the absorbed photon or particle. As was discussed in section 2.3.3, Monte Carlo

analysis predicts F = 0.2 for both Nb and Sn [33-35]. For 6 keV photons this predicts a

theoretical limit to the energy resolution of 4 eV for absorption events in Nb. However, in

practice the observed energy resolution will most likely be worse than this predicted Fano limit.

The most common source of additional noise (in addition to electronic noise and the loss

processes I described before) is caused by the Gray effect [38], the multiple tunneling of

quasiparticle across the tunnel barrier. This effect can be accounted for by introducing an

effective Fano factor

∆ E . F F EFWHM X= +2 35 ( ')ε , (2.16)

Figure 2.8  Quasiparticle tunnel time in an Al/Al2O3/Al STJ as a function of
bias voltage. It is assumed that the STJ has an RN of 0.1 Ω and
quasiparticles tunnel from an Al electrode that has an area of 200 x 200 µm2

and is 200 nm thick.
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where F’ accounts for the statistical fluctuations in the number of times the quasiparticles tunnel

back and forth across the tunnel barrier. For symmetrical junctions F’ = 1 + 1/n, where n is the

number of times each quasiparticle tunnels back and forth across the tunnel barrier [48,49]. The

value of n can simply be calculated from the ratio of the effective quasiparticle life time τrec,eff

and the quasiparticle tunnel time τtun.

2.3.5 Demonstrated results using STJ’s

Several groups in the world are pursuing the development of thin-film based STJ’s as

high-resolution photon detectors. For a long time our group at Lawrence Livermore National

Laboratory held the record for the best reported energy resolution of 29 eV (FWHM) at 5.89 keV

using a Nb/Al/Al2O3/Al/Nb STJ detector [50]. We also achieved an energy resolution of

12.5 eV (FWHM) at 1 keV [51]. By illuminating the STJ’s at a synchrotron we could carefully

characterize the detectors. We found that when all the different noise sources were taken into

account (electronic noise, multiple tunneling and monochromator width), that the observed

energy resolution between 0.2 and 1 keV follows a square root dependence and is within 15% of

the theoretical limit in equation (2.16) [52]. We also have reported on X-ray fluorescence

measurements using STJ’s at a synchrotron. We irradiated different samples with the synchrotron

beam and measured the fluorescent radiation. We characterized different samples of interest to

the semiconductor and biophysics communities, and showed that STJ’s can operate with good

energy resolution in a synchrotron environment with count rates up to several 10’s of kHz [53].

At the European Space Agency they are developing Ta/Al/Al2O3/Al/Ta STJ’s. They

report 56 eV (FWHM) at 5.89 keV for fully illuminated devices. When they only illuminate a

5-10 µm spot in the center of the detector the energy resolution is improved to 22 eV (FWHM) at

5.89 keV [54]. The same group also obtained very impressive results with STJ’s used as optical

detectors. They demonstrated photon counting capabilities with Ta/Al/Al2O3/Al/Ta STJ’s in the

wavelength range λ = 200 - 2000 nm with a wavelength resolving power λ/∆λ = 22 - 4 [55].

Using Nb/Al/Al2O3/Al/Nb STJ’s they were able to extend the useful wavelength range into the

infrared to λ = 1 µm. They obtained a resolving power of 7 at an energy of 4 eV and were able to

measure up to a count rate of 3 kHz [56].

At the Technical University in Munich they tested a plain Al/Al2O3/Al STJ’s. They report

an energy resolution of 12 eV (FWHM) at 5.89 keV for a fully illuminated device [22]. This is

the best reported energy resolution at 5.89 keV today for a superconducting tunnel junction

detector. They can achieve this excellent energy resolution because of the small gap in the

aluminum and thus the small Fano limit. A big disadvantage of the aluminum however is its low

stopping power. The 300 to 500 nm films they use in their devices only absorb about 1 % of the

incoming 6 keV photons, which renders it less than ideal as a practical detector.
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Other groups are developing devices that are based on read-out with more than one STJ.

These kinds of devices were first developed by Hans Kraus who used Sn absorber films read out

by Al/Al 2O3/Al STJ’s [42]. By measuring the charge collected in each junction he could

determine both the photon energy and the absorption location. The sum of the two measured

charges gives the photon energy. Taking into account the quasiparticle losses in the absorber film

the ratio of the two charges determines the absorption location. In 1989 Kraus already reported

the very impressive results of an energy resolution of 60 eV at 5.89 keV and a position resolution

better than 5 µm over a sensitive length of 450 µm. A big disadvantage of his devices was that

they could not be thermally cycled.

At Yale University they are developing double junction detectors that have Al/Al2O3/Al

STJ’s as sensors on each end of a tantalum thin-film absorber strip. The Ta/Al devices are very

robust and can be thermally cycled without any degradation in performance. They reported an

energy resolution of 54 eV at 5.89 keV with a 1 µm position resolution over a 40 µm length [57].

By measuring the delay time between the two STJ’s they can measure the quasiparticle diffusion

speeds. They observed quasiparticle diffusion speeds that are a factor 5-9 slower than theory

predicts [58].

At SRON they are developing Al/Al2O3/Al/Nb STJ’s as sensors coupled to bulk

superconducting crystals. They successfully deposited high-quality STJ’s on both polished Ta

and Nb single crystals. However, they did not succeed in fabricating a high-resolution

spectrometer with these devices. Using a low-temperature scanning electron microscope they

studied the quasiparticle diffusion in their high-purity, single-crystal Nb absorbers. They

observed quasiparticle diffusion speeds that are a factor ~100 slower than theory predicts [59].

2.4 Transition edge sensors as low-temperature detectors
2.4.1 Operating principle

Besides superconducting tunnel junctions (STJ’s), transition edge sensor (TES)

microcalorimeters can also be used as high-resolution X-ray spectrometers. A TES based

microcalorimeter consists very simply of an X-ray absorber thermally connected to a very

sensitive thermometer. The basic operating principle is shown in figure 2.9. The energy EX of the

absorbed photon is converted to heat in the absorber, leading to a temperature rise ∆T = EX/C,

where C is the combined heat capacity of the absorber and the thermometer. A measurement of

the temperature rise gives the energy of the absorbed photon or particle. The heat then flows to

the heat sink through a thermal link with thermal conductivity G, and the temperature of the

detector relaxes back to the bath temperature exponentially with a time constant τt = C/G. In a

practical detector the time constant of the pulse can be changed from the physical time constant τt
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to an effective time constant τeff by electrothermal feedback. This and other relevant time

constants is discussed in section 2.4.3.

The first microcalorimaters used semiconductor thermistor thermometers. Both

McCammon [16] and Silver [17] reported an energy resolution of around 7 eV at 5.89 keV using

these techniques. The  thermometer we use is a transition edge sensor, which is a thin film of

superconductor biased in its normal to superconducting transition. Figure 2.10 shows a typical

resistance versus temperature plot of a TES, which illustrates the basic operating principle. Near

Figure 2.9  Basic operating principle of a transition edge sensor based microcalorimeter. An absorber
is connected to a very sensitive thermometer. When an energetic particle or photon is absorbed the
thermometer measures the temperature rise of the absorber. After the absorption event the heat
flows into the heat sink through a link with thermal conductivity G.

Figure 2.10  Typical resistance versus temperature plot for a transition edge sensor. Near its
transition temperature the resistance of the TES is a very strong function of the temperature. A small
change in temperature gives a large change in resistance. The critical temperature TC is defined as
the temperature at which the resistance is half of the normal resistance. Typically the width of the
transition ∆TC, which is measured between 10% and 90% of RN, is of the order of a mK.
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its transition temperature the resistance of the TES is a very strong function of temperature.

When the TES is biased in its transition a small change in temperature gives a large change in

resistance, hence it can be used as a very sensitive thermometer. The change in resistance of the

TES can be measured when the TES is connected in series with the input coil of a SQUID and in

parallel with a small resistor Rbias (typically 20 or 50 mΩ). The bias circuit is shown in

figure 2.11. A DC voltage Vbias is applied to the circuit resulting in a constant current

Ibias = Vbias/Rin into the parallel circuit. When the resistance of the TES changes, the branching

ratio of the currents in the parallel circuit changes. This change in current is measured by the

SQUID, which is operated in feedback mode.

2.4.2 Heat capacity

The temperature rise resulting from the absorption of an energetic photon or particle is inversely

proportional to the heat capacity of the absorber and thermometer combined. The smaller the heat

capacity the larger the temperature rise will be and thus the better it can be measured. In addition

the thermal relaxation time, that is the time the detector needs to cool back down to the bath

temperature after an absorption event, increases linearly with the heat capacity. Finally the

limiting energy resolution is proportional to the square root of the heat capacity. Because of this

the choice of materials for the absorber and TES are of crucial importance for the performance of

the detectors. Next I briefly describe the contributions to the heat capacity for dielectrics,

semiconductors, normal metals, superconductors and semimetals.

Figure 2.11  Bias circuit used to read out a transition edge sensor. A DC voltage
Vbias is applied to the circuit, which is converted to a bias current Ibias though a
large resistance Rin. As the resistance of the TES changes the branching ratio
between the currents in the parallel circuit changes. This change in current is
measured by the SQUID, which is operated in feedback mode.
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Dielectrics

In all materials the heat capacity is determined by the sum of the specific heat of the phonon and

electron systems. In dielectrics there are no free electrons so the heat capacity is determined by

the phonon heat capacity, which can be described by the Debye theory [2]

C Nk
T

n
T

ph
D D

=






 = ⋅









12

5
1944

4 3 3
π

θ θB , (2.17)

where Cph is the phonon heat capacity, N is the number of atoms in the sample, n is the number

of moles in the sample and θD is the Debye temperature. As an example the total heat capacity of

a 1 × 1 × 1 mm3 cube of sapphire at a temperature of 100 mK is 0.4 pJ/K.

Semiconductors

When a clean semiconductors is cooled to low temperatures the thermal energy kBT is not enough

to generate electron-hole pairs and there are no free electrons left. Because of this the heat

capacity of a semiconductor at low temperatures is also dominated by the phonon system and can

thus also be described by the Debye theory. As an example the total heat capacity of a

1 × 1 × 1 mm3 cube of silicon at a temperature of 100 mK is 0.6 pJ/K.

Normal metals

In a normal metal there are lots of free electrons which dominate the heat capacity at low

temperatures. The low-temperature electronic heat capacity Cel,n is given by [2]

C k N T n Tel,n = =
π

γ
2

2

3
0B ( ) (2.18)

where N(0) is the electron density at the Fermi level, n is the number of moles in the sample and

γ is a material specific constant. In addition to the electronic part of the heat capacity, a normal

metal also has a contribution of the phonon system. However, due to the T3 dependence of the

phonon specific heat the electronic contribution dominates at low temperatures and the phonon

contribution can be neglected. As a comparison, a 1 × 1 × 1 mm3 cube of gold cooled to 100 mK

would have a total heat capacity of 7.1 nJ/K. This is more than a factor 104 larger than the heat

capacity of the same sized cube of sapphire or silicon. From this it is clear that for detectors with

bulk absorbers, normal metals have to be ruled out because of their excessively large heat

capacity.
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Superconductors

The electronic heat capacity of a superconductor Cel,s is shown as a function of temperature in

figure 2.12. It changes abruptly at the normal-to-superconducting transition, because the free

electrons condense into Cooper pairs. For temperatures above TC the heat capacity is given by

equation (2.18). At the transition temperature there is a jump in the electronic heat capacity that

is predicted by the BCS-theory [28]
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For temperatures below the critical temperature the heat capacity has an exponential temperature

dependence. Below TC/2 the electronic heat capacity of a superconductor can be described

by [60]
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Figure 2.12  Electronic heat capacity of a superconductor (solid line) and a normal
metal (dashed line) as a function of temperature. At the critical temperature there is a
jump in the heat capacity of the superconductor of 1.43 Cel,n. Below TC the electronic
heat capacity of a superconductor has an exponential temperature dependence.



38

For temperatures of the order or smaller than TC/10 the contribution of the electronic heat

capacity can be neglected. The low-temperature heat capacity is then dominated, as is the case in

dielectrics and clean semiconductors, by the phonon system.

Semimetals

Semimetals are metals in which the electron concentration is several orders of magnitude lower

than the 1022 cm-3 typical of ordinary metals. As a result of the low density of conduction

electrons the electron heat capacity of a semimetal is also considerably lower than that of an

ordinary metal. Because of this semimetals are attractive as absorbers in low-temperature X-ray

spectrometers. A 1 × 1 × 1 mm3 cube of bismuth, a semimetal that has already been successfully

used in low-temperature X-ray spectrometers, would have an electronic heat capacity at a

temperature of 100 mK of 40 pJ/K. The phonon heat capacity of the same cube of bismuth at

100 mK would be 53 pJ/K. In table 2.1 the Debye temperatures and electronic specific heats for a

few common materials are summarized.

θD (K) γ (mJ mol-1 K-2)

Si 645 N/A

InSb 202 N/A

Cu 343 0.695

Au 165 0.729

Nb 275 7.79

Ta 240 5.9

Al 428 1.35

Bi 120 0.0085
Table 2.1  Debye temperatures and electronic specific heats of common materials

2.4.3 Relevant time scales

When an energetic particle or photon is absorbed in a TES microcalorimeter, it ultimately results

in a temperature rise of the TES. As a result its resistance increases and the current flowing

through the TES will decrease. This decrease in current is measured by the SQUID in the form of

a current pulse. The rise time of the current pulse can be determined by one of two things. First it

can be determined by the time it takes for the heat to diffuse into the TES. The heat diffusion is

governed by the same relation as the diffusion of quasiparticles that was given by

equation (2.12). In this case the diffusion velocity is the phonon diffusion speed or speed of

sound in the material of interest. In most microcalorimeters the diffusion time, however, is much

shorter than the L/R time constant of the read-out circuit, where L is the inductance of the input
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coil of the SQUID (typically of the order of a µH) and R is the total resistance in the loop of the

bias circuit. For bath temperatures close to the superconducting-to-normal transition temperature

and at low read-out currents the current through the TES will decrease exponentially, with a time

constant τt = C/G. This time constant, however, can be influenced by the bias circuit through

electro-thermal feedback. Negative electro-thermal feedback results when the TES is voltage

biased and the heat bath is cooled to well below the transition temperature. Electro-thermal

feedback causes the film to self-regulate in the transition. Self-regulation results because as the

film cools, its resistance drops, and the Joule heating V2/R increases, keeping it in its transition.

Joule heating thus provides negative feedback which tends to raise the temperature, and a stable

equilibrium is established when the Joule heating matches the heat loss to the bath. Self-

regulation can occur with a characteristic time constant much shorter than the natural C/G time

constant. For a voltage biased sensor, the effective time constant is [61]

τ
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where φ = 1 - (Tbath/T0)
N is a measure of how far the detector is biased above the bath

temperature Tbath, T0 is the equilibrium temperature of the TES, α = T0/R0(∂R/∂T) is a unit-less

measure of the sharpness of the transition and N is a number (typically 4 or 5) that depends on

the dominant thermal impedance between the electrons in the TES and the heat bath. Since α can

be of the order of 1,000 for TES’s, the effective time constant can be two orders of magnitude

shorter than the C/G time constant.

2.4.4 Noise sources and theoretical limiting energy resolution

In order to understand the theoretical limiting energy resolution of a TES based detector we have

to consider the different sources of noise. First there is the phonon noise or thermal fluctuation

noise of the thermal conductance G connecting the microcalorimeter to the heat bath. Physically

this noise arises from the passage of quantized carriers of energy (phonons or electrons) through

the thermal conductance, which drive the microcalorimeter with white noise with a power

spectral density [62]

P k T Gphonon = 4 2
B . (2.22)

In addition to the phonon noise we also have to consider the Johnson noise in the resistors in the

bias circuit. The Johnson voltage noise in a resistor R is given by
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V k TRJohnson = 4 B . (2.23)

To get the Johnson current noise this has to be divided by the total resistance in the loop of the

bias circuit. In addition to these two noise sources, infrared shot noise, which arises from

fluctuations in the background temperature, also adds to the total noise in the system. The

infrared power absorbed by the detector is given by [63]

P k T AIR background= 8 5σε B Ω , (2.24)

where σ is the Stephan-Boltzmann constant (5.67⋅10-8 W/m2K4), ε is the emissivity of the

detector, Tbackground is the temperature of the surroundings of the detector, A is the area of the

detector and Ω is the solid angle that is radiating on the detector. Finally there is also a

contribution of the amplifier noise (in our case SQUID noise) which adds to the total noise in the

system.

The above mentioned noise sources are always present in TES based detectors. In

addition to these noise sources there can be additional mechanisms which affect the observed

energy resolution. First there can be position dependence in the detector. That is, the heat

generated by the absorption event has to diffuse to the TES. If the diffusion is slow, variations in

the absorption location can lead to variations in the shape and thus the amplitude of the measured

current pulses. Another possible mechanism that can worsen the observed energy resolution can

occur when semiconducting absorber materials are used. When an energetic particle or photon is

absorbed in a semiconductor, electron-hole pairs and subgap phonons are produced. It is possible

that thermalization of part of the deposited energy may be delayed beyond the readout time,

which would result in a statistical fluctuation in the measured energy. Long electron-hole

recombination times for electrons trapped in metastable states would result in such a delayed

thermalization. It has to be noted that in normal-metal absorbers these charge trapping effects do

not occur because of the very rapid thermalization with the large number of electrons present.

If we now assume the effects of the infrared shot noise, position dependence and charge

trapping are negligable we can derive the theoretical limiting energy resolution of a TES based

microcalorimeter to be [64]

∆E k T C nFWHM = 2 355 4 1 22. /B ( ) /α . (2.25)

Assuming a typical absorber used in X-ray microcalorimeters of 250 × 250 × 5 µm3 of gold and

an α of 1,000, this gives a theoretical limiting energy resolution of 0.6 eV.
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2.4.5 Demonstrated results using TES’s

Currently there are many groups working on TES microcalorimeters as high-resolution X-ray

spectrometers. The best results to date have been published by the group at NIST. They reported

an energy resolution of 7.2 ± 0.4 eV at a photon energy of 5.9 keV [19]. They achieved this using

a 250 × 250 × 2 µm3 silver absorber on top of a Ag/Al TES. In the same paper they also report on

their microcalorimeter spectrometer system in which they run their detector in an adiabatic

demagnetization refrigerator (ADR) that is mounted on a scanning electron microscope (SEM).

In this setup they measured spectra of AlGaAs, WSiO2 and BaTiO3 samples, all with excellent

energy resolution. Recently they reported an energy resolution of 4.7 ± 0.1 eV at 5.9 keV for a

detector with a 400 × 400 × 2 µm3 bismuth absorber on a photolithographically defined

TES [20]. In the same report they also showed a spectrum of the Al Kα lines at 1.5 keV with an

energy resolution of 2.38 ± 0.03 eV.

The group at the Technical University in Munich reported an energy resolution of 28 eV

at 5.9 keV using a 250 × 250 × 1 µm3 gold absorber on top of a Ir/Au TES [65]. Using a detector

with an Ir/Au TES deposited on a 18.3 gram silicon absorber crystal they obtained an energy

resolution of 1 keV at 59.5 keV [66].

Our group at Lawrence Livermore National Laboratory is also developing TES

microcalorimeters. Using a 250 × 250 × 3 µm3 copper absorber on top of a Al/Cu TES we

obtained an energy resolution of 42 eV for photon energies between 1.5 and 7.5 keV [67].

The group at the University of California at Berkeley is developing TES-based

bolometers for far infrared and mm waves. They fabricated a spiderweb bolometer that consists

of a Ti/Al/Ti TES deposited on a Si3N4 mesh. The mesh is patterned to resemble a spiderweb. It

is 3.5 mm in diameter and has 7 µm wide members and 150 µm spaces [68].

The group at Stanford has been developing TES-based detectors for their Cryogenic Dark

Matter Search (CDMS) for a long time. Using W TES’s coupled to large Al collecting pads on

Ge crystals they were able to determine an upper limit on the WIMP-nucleon cross section [69].

In addition to these large area, large mass detectors they have also made small 18 × 18 µm2 W

TES’s with which they measured single photons from the mid infrared into the far ultraviolet.

For photon energies between 0.3 eV and 3.5 eV they obtained an energy resolution of

0.15 eV [70].
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2.5 How to make a practical low-temperature detector with high
absorption efficiency

2.5.1 Absorption efficiency

From the results with the mostly thin-film based STJ and TES-based detectors it is clear that

low-temperature detectors can offer significant improvements in energy resolving power over

conventional semiconductor spectrometers. In addition it offers a substantial improvement over

wavelength dispersive spectrometers, like a crystal or grating spectrometer, in that it covers a

broad energy band. Most low-temperature detectors that are currently being developed rely on the

absorption of the incoming energetic photons in either a superconducting or a normal metal

thin film. Let’s now consider what happens when an energetic photon is absorbed in an absorber

film. The most likely process to occur is photoelectric absorption where the photon ejects a

photoelectron from a bound shell of an atom in the absorber. The photoelectron appears with an

energy Ee = EX - Eb, the photon energy minus the binding energy of the photoelectron in its

original shell. Next the photoelectron shares its energy with other electrons and atoms in the

absorber and after a certain time the absorber is filled with a population of either quasiparticles,

hot electrons, electron hole pairs and or phonons. No single analytic expression is valid for the

probability P of photoelectric absorption per atom, but as a fairly accurate approximation we can

take

Figure 2.13  Calculated absorption efficiencies for 250 nm Nb, 3 µm Cu,
1 mm InSb and 1 mm Ta absorbers.
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where C is a constant, Z is the atomic number and m varies between 4 and 5 depending on the

photon energy [1]. A plot of the absorption efficiency of two commonly used thin-film absorbers

and two bulk absorbers used for detectors in this thesis, is shown in figure 2.13. The data in this

plot were taken from the “Tables of X-ray mass attenuation coefficients and mass

energy-absorption coefficients” on the NIST web-site [71]. The two thin-film absorbers are a

250 nm thick Nb film, which is commonly used as a base or counter electrode in a

Nb/Al/Al 2O3/Al/Nb STJ detector [50], and the 3 µm thick Cu film, that is used as an absorber in

a TES microcalorimeter [67]. The discontinuities in the absorption efficiencies of the Nb and Cu

thin films are caused by the K and L absorption edges in the two materials. These absorption

edges appear at photon energies that correspond to the binding energies of electrons in the

various shells of the absorber atoms. The edge lying highest in energy therefore corresponds to

the binding energy of the K-shell electrons. For the Nb thin-film also the L-edges can be seen.

The absorption efficiency of the 250 nm Nb film at 6 keV is 6%, whereas the absorption

efficiency of the 3 µm Cu film at 6 keV is 27%. For higher photon energies the absorption

efficiencies of the two thin-film absorbers go down rappidly. For photon energies around

100 keV the absorption efficiencies are far below 0.1%. So, for photon energies below a few keV

these thin-film absorbers work fine, but when one wants to measure higher energy photons the

absorption efficiency of the thin-film absorbers quickly becomes too small and one has to use

different absorbers. Simply making the absorber films thicker will not work. It is not possible to

deposit thick enough films that have a high enough quality. For a superconducting absorber for

example the quasiparticle diffusion has to be fast enough to allow the quasiparticles to travel

through the absorber volume before they recombine. The purity that is required for this can only

be achieved by using single crystalline absorbers. The absorption efficiencies of two bulk

absorbers that were used for devices in this thesis are shown in figure 2.13. The first bulk

absorber is a 1 mm thick InSb absorber crystal. InSb is a direct gap semiconductor that acts as a

dielectric at low temperatures. Therefore the heat capacity of the InSb is dominated by the heat

capacity of the phonon system. The second bulk absorber is a 1 mm thick superconducting Ta

crystal. The heat capacity of the Ta at low temperatures is also dominated by the heat capacity of

the phonon system. Both the 1 mm InSb as well as the 1 mm Ta absorbers have significantly

larger absorption efficiencies than the thin-film absorbers at energies up to 1 MeV. At 60 keV the

absorption efficiency of the Ta is 100% and for the InSb it is still 98%. At 120 keV the

absorption efficiency of the Ta is 98%, whereas for the InSb it is 41%. We didn’t study detectors
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with bulk normal metal absorbers because, as was already shown in section 2.4.2, the electronic

heat capacity of a bulk normal metal absorber would be too large.

2.5.2 Comparison of the properties of the different low-temperature sensors

In order to measure the energy of the photons or particles absorbed in the bulk superconducting

or dielectric absorbers we have to couple the absorbers to thin-film sensors. For the work in this

thesis we explored different combinations of absorbers and sensors. For the work with the bulk

superconducting absorbers we use both STJ as well as TES read-outs. For the detectors with the

STJ’s we deposit the Al/Al2O3/Al tunnel junctions directly on the surface of the superconducting

Ta crystals. Therefore the STJ’s are sensitive to both the quasiparticles as well as the phonons

with energies Ω > 2∆Al, that are generated by the absorption events in the Ta. This is the same

approach as the ones used by the Oxford [72] and SRON [73] groups. For the detectors with the

TES’s we deposit the sensors on top of an insulating SiO2 film on top of the Ta. This is done to

avoid superconducting shorts in parallel with the TES’s. Since the TES’s are not in direct

electrical contact with the superconducting absorbers, the TES’s are not sensitive to the

quasiparticles generated by the absorption events. However, the TES’s are sensitive to all

phonons, even the phonons with energies Ω < 2∆Al.

For the work with the bulk dielectric absorbers we only investigated detectors with

TES’s. The Oxford group already did extensive experiments with STJ’s on top of InSb absorber

crystals [74]. To fabricate the detectors we deposit the TES’s both directly on the InSb absorber

crystals, as well as on top of insulating SiO2 films on top of the InSb. The TES’s on top of the

SiO2 layers are clearly only sensitive to the phonons generated by the absorption events. The

TES’s deposited directly on top of the InSb absorbers should be sensitive to both the phonons as

well as the electron-hole pairs generated by the absorption events. However, as will be shown in

chapter 5, the electron-hole pair recombination time is generally much faster than the intrinsic

time constant of the TES. Therefore the electron-hole pairs will already have recombined into

phonons before the TES measures the temperature rise. Therefore the TES’s on the InSb absorber

crystals are only sensitive to the phonons generated by the absorption events.

In addition to the different sensitivities between the STJ’s and the TES’s there is also a

difference in the response time of the two sensors. In a detector with a bulk absorber crystal and a

thin-film sensor the response of the detector will most likely be determined by the processes in

the absorber crystals like the quasiparticle or heat diffusion. So, most likely the thin-film sensor

will not limit the response times. However, if one would want to probe fast occurring processes

in the absorber crystals, the STJ might be the sensor of choice. It has already been demonstrated

that thin-film based STJ’s can be used as high-resolution detectors that operate at high count

rates [53]. The rise time of a current pulse of an STJ is most likely determined by the RC delay
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time of the current amplifier used, which is usually less than 1 µs. The decay time is determined

by the quasiparticle lifetime which is generally of the order of 10 µs. The rise time of a current

pulse of a TES based detector is either the L/R time constant, which is generally of the order of a

few to maybe 10 µs, or the intrinsic time constant of the TES, which is generally of the order of

ten to a few tens of µs. The decay time of a current pulse of a TES based detector depends

strongly on the design of the detector, but most likely the slowest component of the response will

be the thermal component, which has a time constant C/G. The C/G time constant is most likely

of the order of milliseconds, and even with electro-thermal feedback will not be faster than

maybe 100 µs [61]. Because of this an STJ will most likely be the best candidate for probing fast

processes in the absorber crystals.

As is described in chapter 3 the fabrication processes for the detectors with both the STJ’s

as well as the TES’s are fairly similar. The only difference in the fabrication processes of the two

different sensor types lies in the requirement for the surface roughness of the underlying crystal

before a high-quality sensor can be fabricated. The requirements for the surface roughness are

less stringent for the TES’s. We were able to successfully fabricate high-quality TES’s on top of

Ta crystals that were only mechanically polished and that had an RMS surface roughness of the

order of 100 Å over an area of 10 x 10 µm2. We were, however, only able to fabricate

high-quality STJ’s on Ta crystals that were both mechanically and chemically polished and that

had an RMS surface roughness of 10 Å over an area of 10 x 10 µm2, and 4 Å over an area of

1 x 1 µm2. This more stringent requirement for the surface roughness of the crystal absorbers for

the STJ sensors complicates the fabrication process significantly. First of all the fabrication

processes to achieve these surface roughnesses are non-trivial and require a lot of experience.

Secondly, the final chemical polishing step that is done to achieve the desired surface roughness

is done in an aggressive mixture of HF, H2SO4 and HNO3, which requires that at least 100 µm of

material be removed. It is difficult to accurately time this rapid etch, which makes it hard to

precisely control the final thickness of the Ta crystal.
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Chapter 3 - Experimental techniques
3.1 Introduction
The main focus of the work presented in this thesis is the development of a high-resolution

spectrometer for photon energies above 10 keV. In order to achieve reasonable absorption

efficiencies at these energies we have to switch to using thicker, single-crystalline absorbers.

Thin film based absorbers cannot be made with sufficient quality to achieve the desired

absorption efficiencies at these high energies. A typical detector with a bulk absorber crystal has

a thin-film sensor, either an STJ or a TES, deposited directly on the surface of the crystal. The

absorber crystal acts as the substrate on which the sensor is deposited and absorbs the energetic

particles or photons. The sensor measures the excitations or temperature rise induced in the

absorber crystal by the absorption events.

In this chapter I describe the experimental techniques involved in fabricating and

characterizing the detectors with bulk absorber crystals. The fabrication processes for a crystal

based detector are more complex than the processes needed for a purely thin-film based device,

since the preparation of the crystals has to be included. I describe the techniques we developed to

characterize and prepare the superconducting and dielectric absorber crystals. I also describe the

processes we developed to deposit STJ’s and TES’s on the superconducting and dielectric

absorber crystals. I describe the cryogenic equipment used to characterize the detectors. This

includes a description of the cryostat used as well as the sample mounts that were developed for

this work. I end this chapter with a brief description of the electronics that was used to

characterize the detectors.

3.2 Preparation of superconducting absorber crystals
The first step in the fabrication of detectors with bulk superconducting absorber crystals is the

preparation of the crystals. Although we initially also attempted to fabricate STJ’s on top of

superconducting Al foils [75], most of our later effort went into experiments with Ta crystals.

Because of this the main focus in this section is on the preparation of Ta crystals. The crystals we

used in our experiments were purchased from different suppliers and generally arrived in the

form of a bar or rod 5 to 15 cm long and 10 to 12 mm in diameter. See figure 3.1 for a

photograph of some typical crystals we obtained. In order to make a detector out of these crystals,

the crystals had to be cut and polished. In this section I describe the different techniques we used

to characterize and prepare the crystals before the thin-film sensors were deposited.
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3.2.1 Eddy current technique to measure RRR of superconducting crystals

One of the most important advantages of using a superconducting crystal absorber over a

thin-film absorber is the much higher purity that can be achieved with the single-crystalline

materials. When an energetic particle or photon is absorbed in a superconducting absorber it will

break up Cooper pairs and create quasiparticles. These quasiparticles will scatter elastically many

times in the crystals before they reach the thin-film sensors and thus travel by diffusion. The most

direct indicator for the diffusion speed in a material is the electron mean free path λ, which can

be calculated in the free electron model from the Residual Resistance Ratio (RRR)

λ
ρ

= RRR
K

m

ne
e Fv

2
295

(3.1)

where me is the effective electron mass, vF is the Fermi velocity, n is the electron density, e is the

electron charge and ρ295K is the resistivity of the material at room temperature. The residual

resistance ratio is simply the ratio of the resistance of the material at room temperature and the

residual resistance. The residual resistance is the resistance measured at temperatures low enough

such that the resistance no longer changes with temperature and is therefore predominantly due to

impurity and defect scattering.

Measuring the residual resistance ratio of a bulk, high-purity crystal is not trivial. Since

the resistance is extremely small (especially at low temperatures) the currents required to produce

Figure 3.1  Photograph of some of the superconducting crystals we
received from different suppliers.
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a measurable voltage drop are very large. Because of this we did not attempt to measure the

voltage drop across the crystals, rather we used a different technique where we induce eddy

currents to measure the residual resistance ratio. This eddy-current technique was first proposed

by Bean [76] and its principle is shown schematically in figure 3.2. It relies on the fact that if the

magnetic field in a metal is changed rapidly, eddy currents will be induced in the metal to oppose

the change in magnetic field. The change in magnetic field in the sample can be achieved by

stepping up the current in a coil around the sample. The induced currents create another magnetic

field that can be measured by a secondary coil around the sample. The induced magnetic field

decays over time and its amplitude and decay time are related to the resistance of the sample. For

the ideal configuration where the sample is an infinitely long cylinder closely fitting in the

secondary coil, and the primary coil is an infinite solenoid aligned with the axis of the cylinder,

the voltage across the secondary coil will be

V t I N l NP r S S P
r

t

n

n
2

r( ) =
−

=

∞

∑4 0
2

1

πρµ
ρλ

µ µe , (3.2)

where IP is the step in the current in the primary coil, NP and NS are the number of windings per

unit length in the primary and secondary coil, lS is the length of the secondary coil, r, µr and ρ are

the radius, relative permitivity and resistivity of the sample and λn is the n-th zero of J0, the

Bessel function of the first kind of the integral order 0 (λ1 ≈ 2.40, λ2 ≈ 5.52, λ3 ≈ 8.65,

λ4 ≈ 11.79 …). If we now fit the measured induced pulses with the function

Figure 3.2  Schematic representation of the eddy-current technique to measure residual resistance
ratios. A step in current is applied in the primary coil. As a result eddy-currents are induced in the
sample, which create another magnetic field. This field decays in time and is measured with the
secondary coil.
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the resistance ratio is given by [76]

Figure 3.3  Typical eddy-current pulses of an aluminum crystal. The pulses shown are
an average of 50 measured pulses. (a) Measured at room temperature. (b) Measured
at 2.0 K. Because of the lower resistance at low temperature, the induced
eddy-currents have much smaller amplitudes and longer decay times. The residual
resistance ratio calculated from the decay times is 9800 ± 1400.
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Using this technique we measured the residual resistance ratios of many different crystals,

including aluminum, niobium, tantalum, lead, copper and molybdenum. In figure 3.3 some

typical measured pulses are plotted on a semi-log scale for a very clean aluminum crystal. The

trace in figure 3.3 (a) shows the average of 50 pulses measured at room temperature. The

overshoot for small time scales is due to the mutual inductance between the primary and

secondary coils. The trace in figure 3.3 (b) shows the average of 50 pulses measured at 2.0 K,

when the crystal is immersed in liquid helium, that is being pumped on. At low temperature the

induced eddy-currents have a much smaller amplitude and much longer decay time. To determine

the residual resistance ratio we fit the measured pulses to equation (3.3), where we include all the

terms up to λ7. The fits give a residual resistance ratio for this aluminum crystal of 9800 ± 1400.

This was the highest RRR value we measured with our apparatus. The values we obtained for

other crystals were generally an order of magnitude lower. The large error in the residual

resistance ratio is caused by the fact that the amplitude of the signal at low temperatures is so low

that it becomes comparable to the noise level. Because of this there is a rather large error in the

fitted decay time. Generally the decay times yield better fits than the amplitudes. In order to

check the validity of our calculated residual resistance ratios we also measured the RRR of one of

the Ta crystals using a conventional 4-wire measurement. We found that the RRR values

measured with these two techniques agreed to within 10%.

In table 3.1 I summarized some of the results we obtained with different crystals. The

suppliers are listed as well as the dimensions of the crystals. The nominal purity is the purity

quoted by the suppliers. It is clear that the quoted nominal purities are not a good guideline to

determine the RRR values of the crystals. In order to determine what the crystal with the highest

purity is we need to measure the residual resistance ratios ourselves. For the Ta crystals the

crystals supplied by the Max Plank Institute für Metall Forschung in Stuttgart, Germany, were by

far the best. Their crystals are the cleanest because they use the most extensive annealing

procedures of all the different suppliers. They use a process that was developed by Schulze [77]

which includes heating the crystal to 2100 °C by a 400 kHz, 10 kW RF current generator in a

partial pressure of 1⋅10-6 Torr O2 for about one hour to remove the C in the crystals. As a last step

they heat the crystals to 2800 °C in 3⋅10-10 Torr for many hours to remove most of the H and N.

This process removes most of the gaseous impurities in the crystals. These gaseous impurities are

still present in the crystals from the commercial suppliers. In their nominal purity of a Ta crystal

for example they only include metallic impurities like Nb and W. They don’t specify the
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interstitial impurities. This explains the seemingly large discrepancies between the quoted

nominal purities and the measured RRR values.

Crystal Supplier Diameter

(mm)

Length

(mm)

Nominal purity RRR

Ta MaTech, Germany 10 - 11 50 99.99 % 14

Ta Single Crystal, Holland 12 50 99.995 % 300

Ta Metal Crystals, U.K. 12 50 99.995 % 270

Ta Rod from machine shop

(non-crystalline)

12.5 50 99.99 % 70

Ta Ames Lab, Iowa, U.S.A. 6 - 15 150 99.995 % 70

Ta Russian Acad. Of Science 12 1 not specified 170

Ta Max Planck Inst., Germany 12 - 14 4 not specified > 2,100

Al MaTech, Germany 12 50 99.9999 % 9,800

Al Single Crystal, Holland 12 50 99.9999 % 800

Nb Russian Acad. Of Science 22 10 not specified 60

Pb MaTech, Germany 12 50 99.9999 % > 330

Pb Metal Crystals, U.K. 12 50 99.9999 % > 330
Table 3.1  Measured RRRs for different crystals with their shape, origin and nominal purity. When a
minimum RRR value is quoted this means the crystal went superconducting before it reached its residual
resistance regime.

The residual resistance ratios of the Al crystals were measured by taking the ratio of the

decay times at room temperature and 2.0 Kelvin. For the Ta, Nb and Pb crystals we used higher

temperatures for the low-temperature measurements, because the crystals would be

superconducting at 2.0 K. We performed the low-temperature measurements of the these crystals

at temperatures above that of the liquid helium bath of 4.2 K, by suspending the crystals above

the liquid. Most of the crystals had reached their residual resistance regimes at these

temperatures. For some crystals, however, the RRR value would still change with temperature

when they went superconducting. For these crystals a lower value for the residual resistance ratio

is quoted. A possible solution to this problem would be to apply a magnetic field to the crystals

to suppress the superconductivity. By doing this it would have been possible to measure the RRR

value down to lower temperatures. We have started incorporating a 1 Tesla magnet in our
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eddy-current set-up for this purpose. The work on this, however, was not completed before the

completion of this thesis. Using equation (3.1) and the measured residual resistance ratios we can

now estimate the electron mean free paths in our crystals. Doing this for the Ta crystal from the

Max Planck Institute we calculate an electron mean free path of ≥ 7 µm.

3.2.2 Crystal cutting

After we identify a suitable superconducting crystal, we need to cut the crystal into the desired

shape. We experimented with different cutting techniques, including electronic discharge

machining (EDM), also known as spark erosion, and a diamond saw, which uses a wheel

impregnated with diamond particles to cut. The disadvantage of the diamond saw compared to

the EDM was the much lower cutting rate. Because of this we mostly used EDM cutting to define

the shapes of the absorber crystals. Using X-ray diffraction we determined that the crystal

structure of a Ta crystal was damaged down to a depth of approximately 50 µm after EDM. We

also inspected the surface of an EDM cut Ta crystal using an atomic force microscope (AFM)

and found an RMS surface roughness of several µm’s. In order to understand the effects of the

crystal processing on the residual resistance ratio of our crystals we measured the RRR values

before and after some of the processing steps. We started with a 6 × 6 × 10 mm3 block of Ta that

was cut by EDM and that had an initial RRR of around 1,700. After we cut a 1 mm thick slice of

this block using a diamond saw we found that the residual resistance ratio had decreased to

around 1,100.

3.2.3 Mechanical and chemical polishing

In order to be able to fabricate high-quality tunnel junctions and transition edge sensors on the

surface of the superconducting absorber crystals we had to polish them both mechanically and

chemically. The mechanical polishing was done to remove the damaged layer that was created by

the cutting with the EDM or diamond saw. The first mechanical polishing step was always done

with 30 µm Al2O3 grit in ethylene glycol. We used ethylene glycol solutions to minimize the time

the Ta crystals were exposed to water. After the initial mechanical polishing step we continued

with finer grits to make the surface of the crystal smoother. We would reduce the grit-size in two

or three steps to the final polishing step, that was done with 3 µm diamond grit. After the

mechanical polishing the final step in the preparation of the crystals was chemical polishing in a

mixture of 20 ml HF (40 %) : 20 ml H2SO4 (96 %) : 20 ml HNO3 (65 %) and 2 ml distilled

water. In figure 3.4 a typical AFM measurement is shown of a Ta crystal that was etched with

this recipe. The surface roughness over an area of 10 × 10 µm2 is 10 Å, and over an area of

1 × 1 µm2 it is 4 Å. We found that the exact concentrations of the different acids in this final

etching step were crucial to obtaining a smooth surface. If the 2 ml of distilled water was added
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to the etchant-mixture the surface would be very smooth with a mirror-like appearance.

However, when the extra 2 ml of distilled water was omitted the surface would have the

appearance of an “orange peel”.

Finally, we measured the effects of the different polishing steps on the residual resistance

ratio. We started out with the sample that was cut using the diamond saw that had an RRR of

1,100. After we polished it on both sides both mechanically and chemically, we found that the

RRR had decreased to around 800. We can now conclude that cutting and polishing a Ta crystal,

that had an initial RRR of about 1,700, reduced the RRR by about a factor two. When one thus

wants to make a detector with a bulk superconducting absorber crystal that has a residual

resistance ratio larger than 1,000 it is necessary to re-anneal the crystal after the cutting and

polishing steps and before the thin-film sensors are deposited. We have been working on setting

up a system for re-annealing our Ta crystals, similar to the apparatus used by the group at the

Max Planck Institute [77]. In this system we successfully annealed Ta crystals to RRR’s of 1,700.

We, however, did not fabricate detectors with these re-annealed crystals during the work for this

thesis.

3.3 Preparation of dielectric absorber crystals
The preparation of the dielectric absorber crystals is less involved than that of the

superconducting absorber crystals. For the work in this thesis we only worked with InSb for the

dielectric absorber crystals. The InSb crystals were purchased from Firebird Semiconductor Ltd.1

                                                
1 Firebird Semiconductors Ltd., 2950 Highway Drive, Trail, BC, Canada, V1R2T3, Ph: (604) 364-5605, Fax: (604) 364-2728

Figure 3.4  AFM scan of a Ta crystal that was polished mechanically and chemically. The
RMS surface roughness is 10 Å over a 10 x 10 µm2 area, and 4 Å over a 1 x 1 µm2 area.
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and Johnson Matthey2, in the form of mechanically polished wafers. The InSb wafers from both

suppliers had identical purity specifications with a carrier concentration of 2 ⋅ 1014 cm-3 at 77 K.

The InSb wafers were 600 µm to 3 mm thick and 1 or 2 inches in diameter. We used a wafer

dicing saw to cut pieces with the desired dimensions from the wafers. Since the InSb is very

brittle, extreme care had to be taken in the cutting process. For the best results the wafers were

waxed down on a glass substrate with Crystalbond Type 509 before they were cut. The InSb

wafers had already been polished mechanically by the suppliers down to 0.05 µm Al2O3 grit.

Generally we would use the InSb absorber crystals as they were cut from the wafers, without any

additional treatments. For one device however (InSbTES18), we etched the InSb crystal in a

mixture of 5 ml nitric acid (65 %) and 50 ml lactic acid (88 %) to remove the surface damage

from the mechanical polishing, as was suggested by Hebboul [78]. We etched the crystal for

6 minutes, which removed a total of 5 to 6 µm from each side.

3.4 Sensor fabrication
3.4.1 STJ fabrication

After the crystals have been characterized and prepared the next step is the deposition of the thin

films that make up the STJ’s. In figure 3.5 a schematic cross-section is shown of the first

working STJ’s we fabricated on top of a superconducting Ta crystal. All metal films are

deposited by means of DC magnetron sputtering in a UHV system. The insulating SiO or SiO2

layer is deposited by either thermal evaporation or RF magnetron sputtering in a HV system. The

first step is to introduce the Ta crystal into an UHV system where the surface is cleaned with an

                                                
2 Johnson Matthey, East 15128 Euclid Avenue, Spokane, WA, 99216, USA, Ph: (509) 924-2200, Fax: (509) 922-8617

Figure 3.5  Schematic cross-section of prototype detector with a bulk
superconducting crystal and Al/Al2O3/Al STJ read-out.
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ion-gun. This is done to remove the surface oxides that have grown on the Ta after it was

removed from the etchant and before it was introduced into the load lock of the UHV system.

Generally the surface is exposed to 500 eV Ar+ ions for a period of 1 to 2 minutes. In that time

60 to 120 nm of the surface of the Ta is removed. Immediately after the ion-cleaning the Al base

electrode of the STJ is deposited. The base electrode is defined by means of a Ni coated BeCu

shadow-mask that was fabricated by Photo Sciences Inc.3 After the base electrode deposition the

sample is transferred back into the load lock where it is exposed to pure oxygen to form the

barrier of the STJ. After the barrier is formed the load lock is evacuated again, after which the

sample is transferred back into the main chamber of the system. Here the Al counter electrode of

the STJ is deposited. Since the metallic layers are defined by means of shadow masks the edges

of the films are not very sharp. Using a stylus profilometer we confirmed that the edges of the

films structured with the shadow masks were sloped over a length of approximately 25 µm. To

avoid unwanted overlap between the counter and base electrodes at the edges the size of the

counter electrode was chosen to be at least 50 µm smaller than that of the base electrode. As a

result the STJ is formed in the shape of a pyramid.

After the stack of the STJ is completed the sample is removed from the deposition

system. The next step is to define a photoresist pattern on top of the counter electrode of the

junction that can be used to create a via (hole) in the insulating SiO or SiO2 layer. The via in the

insulating layer is needed to make electrical contact to the counter electrode of the STJ. The

insulating layer is needed to passivate the superconducting crystal as well as to avoid a short

between the superconducting crystal and wiring layer of the counter electrode. To be able to

successfully lift-off the insulating layer we used AZ1518 photoresist with a thickness of 1.8 µm.

A very important aspect of the insulating layer is that it has to be strong enough to withstand

wirebonding on the wiring layer that is deposited on top of the insulating layer. The first devices

we made used a thermally evaporated layer of SiO. The SiO was evaporated from a tungsten boat

with the sample rotating at a few RPM. In order for the SiO to be pin-hole free and wire bond

resistant we found that we needed to deposit two consecutive layers of 500 nm of SiO. In

between the deposition of the two layers we had to expose the sample to atmospheric pressure.

When the insulating layer was deposited in one step we always suffered from pin-holes. In order

to improve the reliability and simplicity of our fabrication process we switched to using SiO2,

that was deposited by means of RF magnetron sputtering in a 90% Ar and 10% O2 plasma. The

10% O2 is added to improve the stoichiometry of the deposited SiO2 films. The SiO2 could be

deposited in one step. It was found that 750 nm of SiO2 was always pin-hole free and resistant to

wirebonding. After the deposition of the insulating layer the via over the counter electrode is

                                                
3 Photo Sciences Inc., 2542 West 237th Street, Torrance, CA 90505, USA, Ph: (213) 539-9040, Fax: (213)539-6740
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created by removing the photoresist in an acetone bath. Sometimes a short time of agitation in an

ultrasonic bath is needed to fully remove the SiO or SiO2 in all the vias. The last step in the

fabrication of the STJ’s is the deposition of the Al wiring layers. After the sample is reintroduced

into the UHV deposition system the vias are briefly cleaned with the ion-gun to remove the

unwanted aluminum oxide. Finally the wiring layers are deposited, again by means of DC

magnetron sputtering. The wiring layers are structured using the shadow masks. After the device

is removed from the deposition system it is mounted on a sample holder and wirebonded with an

ultrasonic wedge bonder.

As I show in the next chapter we successfully fabricated Al/Al2O3/Al STJ’s on the

surface of a superconducting Ta crystal. This device was made to demonstrate the feasibility of

making high-quality STJ’s on top of a superconducting crystal. These first devices, however,

were not optimized to be good X-ray or γ-ray detectors. The volume ratio between the crystal and

the base electrode of the STJ was much too large, giving a quasiparticle trapping time much

longer than the quasiparticle life time. To make a working detector I designed a new device that

consists of a thin Ta crystal with a 3 × 3 array of Al/Al2O3/Al STJ’s. These array device are

currently being fabricated. For more information about these devices see section 4.3.

3.4.2 TES fabrication

In addition to STJ’s on superconducting crystals, we also successfully fabricated TES’s on both

superconducting and dielectric crystals. The fabrication process for the TES’s is similar to that

for the STJ’s. In figure 3.6 a schematic cross-section is shown of a typical detector with either a

bulk superconducting or dielectric absorber crystal and a TES read-out. After the crystals are cut,

and/or polished the insulating layer is deposited. For the superconducting absorbers we need the

Figure 3.6  Schematic cross-section of a detector with a bulk superconducting
or dielectric absorber crystal and TES read-out.
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insulating layer between the TES and the crystal because we want to avoid a superconducting

path parallel to the TES. For the dielectric absorbers the need for the insulating layer is less

obvious. We measured the resistivity of the InSb at 100 and 200 mK and found ρ = 60 Ω⋅cm. For

a 6 mm wide and 600 µm thick InSb absorber this would mean that the resistance between two

point separated by 1 mm would be 170 Ω. The normal resistance of a TES is generally of the

order of a few ohms, so it would be possible to deposit a TES directly on an InSb absorber

without the need for an extra insulating layer. However, when we fabricated TES’s on InSb

absorbers we found that the devices would only work once or sometimes not at all when there

was no insulating layer between the TES and the InSb. The devices would be more reliable and

reproducible when we used an insulating layer between the TES and the InSb. We think that the

problems with the unstable devices on InSb are caused by either In or Sb atoms diffusing into the

TES and changing the characteristics of the sensors. Because of this we continued using an

insulating layer on top of the dielectric crystals.

We use a 1 µm thick layer of SiO2 on top of the superconducting and dielectric absorber

crystals for the detectors with the TES’s. This is thicker than the 750 nm we use for the STJ’s,

because we do not use wirebonding pads on top of the TES’s. Because of this we have to

wirebond directly to the thin (< 100 nm) TES films. The wiring layers of the STJ’s are generally

of the order of 500 nm thick. We found that the probability of puncturing the insulating layer in

the wirebonding is much larger for the thinner layers. Because of this we increased the thickness

Figure 3.7  Measured transition temperature of Al/Cu TES’s as a function of
aluminum layer thickness. The total thickness of the TES’s is kept constant
at 83.0 nm, so both the Al and Cu layer thickness varies for the points in this plot.
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of the insulating layer from 750 nm to 1 µm when we fabricate the TES’s on top of the crystals.

With this thickness we never had a problem with the wirebond resistance of the insulating layers.

After the deposition of the insulating layer we create a photoresist lift-off pattern with

which we structure the TES. When we started making TES’s we defined the TES’s with the

shadow masks also used in the fabrication of the STJ’s. We found this resulted in broad

resistance versus temperature curves (widths 10’s of mK wide) for the TES’s. We believe that

the broad transitions were caused by the poorly defined edges of the TES’s. At the edges the film

thickness would be completely different than at the center of the film, giving different transition

temperatures for different parts of the TES. When we switched to using lift-off to define the

TES’s we could routinely fabricate TES’s with transition widths of order 1 to 2 mK. For the

lift-off we again used a 1.8 µm thick layer of AZ1518 photoresist. The TES’s were deposited as

bilayers of a normal (Cu) and a superconducting (Al) material. The proximity effect causes the

two films to act as one superconducting layer, with a transition temperature between those of the

superconducting and normal layers. The thicknesses of the Cu and Al films determines the exact

transition temperature of the TES. In figure 3.7 a plot is shown of the measured transition

temperature as a function of Al layer thickness. For these measurements the total thickness of the

TES’s was kept constant at 83.0 nm, so both the Al as well as the Cu layer thickness varies for

the points in this plot. The transition temperature is determined from a resistance versus

temperature characteristic and is measured at 0.5⋅RN. The Al and Cu layer thickness is

determined from the deposition time and the deposition rate that was measured both before and

after the measurements of figure 3.7 were performed. From figure 3.7 it is clear that the

reproducibility of TES’s deposited in different fabrication runs is 10 to 15 mK. In general the

widths of the transitions as measured between 10% and 90% of RN, when the TES’s are

deposited on Si substrates, are between 1 and 2 mK. Generally we found that smaller TES’s had

narrower transitions. When we measured the thickness variation in the deposited Cu and Al films

over a Si wafer we determined that the measured transition widths for large TES’s (≥ 1 mm)

were caused by film thickness variations over the area of the TES’s.

3.5 Cryogenics
3.5.1 Adiabatic demagnetization refrigerator

All the experiments I present in this thesis were performed in an adiabatic demagnetization

refrigerator (ADR). The ADR is a home-built unit that is housed inside a commercially available

10” Infrared Labs HD 3-10 liquid helium cryostat, which contains both a liquid nitrogen and

liquid helium reservoir. In figure 3.8 a schematic cross-section is shown of the heart of the ADR.

The ADR consists of a cold-stage which is in close thermal contact with a salt pill. This salt pill
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contains the paramagnetic salt ferric ammonium alum (FAA) and is suspended by Kevlar strings

in the bore of a superconducting magnet. Kevlar is chosen for the suspension because of its high

tensile strength and low thermal conductivity [79]. The superconducting magnet generates a field

of 3 T at a current of 6 A. The salt pill and superconducting magnet are housed inside a

vanadium permendur magnetic shield to reduce stray magnetic fields in the detectors. The ADR

assembly is thermally connected with the detectors through a solid piece of copper. Most parts of

the 50 mK cold stage are made of OFHC copper.

The detector stage is shown schematically in figure 3.9. The detectors can be mounted

directly on the detector stage, or on a remote cold stage as is discussed in the next section. The

detector stage is again suspended by Kevlar strings inside a field coil and a cryoperm magnetic

shield. The whole ADR assembly including the salt pill and detector mount can be thermally

connected or isolated from the LHe bath by means of a mechanical heat switch. The temperature

of the cold stage is measured by either a germanium or ruthinium oxide resistance thermometer.

The thermometer is read out with an Elektroiikka Oy Picowatt resistance bridge (also known as

the Oxford Instruments AVS-47). The output of the bridge is monitored by a computer which

runs a Labview program which converts the resistance reading to a temperature.

A typical cooldown cycle starts with closing the mechanical heat switch and evacuating

the cryostat after which liquid nitrogen is filled in both the helium and nitrogen reservoirs. This

Figure 3.8  Schematic cross-section of the ADR assembly. All the parts that can be
cooled to 50 mK are colored gray. The 50 mK cold stage is in close thermal contact
with the salt pill, which is suspended in the bore of a superconducting magnet by
Kevlar strings.
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pre-cooling needs to be done for at least two hours, but is generally done overnight. After the

pre-cooling the liquid nitrogen is removed from the liquid helium reservoir and liquid helium is

transferred. After the helium transfer is complete the pressure over the liquid helium bath is

lowered with a two-stage mechanical pump. This will over the course of about two hours lower

the temperature of the liquid helium bath to 2 Kelvin. Next the magnetic field of the ADR

magnet is ramped up to 3 T. The magnetic moments of the salt are thereby aligned, the entropy of

the moments is reduced and the heat of magnetization is transferred to the liquid helium

reservoir. After the ADR assembly has cooled back down to the base temperature of the LHe

bath the heat switch is opened and the field is adiabatically decreased by shorting the magnet

with a 1 Ω resistor. The lattice temperature of the salt falls as entropy is transferred from the

lattice to the magnetic moments. About 15 minutes after the demagnetization the base

temperature of the ADR is achieved, which generally is between 50 and 60 mK. When the

magnetic field is not completely reduced to zero but is regulated to a non-zero value, the ADR

assembly can be maintained at a temperature above the base temperature. If all works well the

temperature can be held below 100 mK for at least 8 hours. After the temperature becomes too

high the ADR has to be re-cycled. That is, the heat switch is closed and the mag-demag cycle is

carried out again. The liquid helium hold time is of the order of 48 hours.

For a more detailed description of all aspects of ADR design and operation see the papers

by Timbie [80] and Hagmann [79,81]. These papers describe in detail the design and assembly of

Figure 3.9  Schematic cross-section of the part of the ADR assembly where the
detectors are mounted. All the parts that can be cooled to 50 mK are colored
gray. The detectors can be mounted directly on the detector stage. A magnetic
field can be applied with a sample magnet and the detectors are shielded from
stray magnetic fields by a cryoperm magnetic shield.
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the salt-pill and give a comparison between different paramagnetic salts like FAA and CCA.

They also present a description of an electromagnetically activated heatswitch.

3.5.2 Remote cold stage and temperature stability

If after the demagnetization of the ADR nothing is done the ADR would slowly warm up due to

heat leaking in through connecting leads and infrared radiation. For STJ-based detectors this is

not a problem. The LLNL group showed that very stable results were achieved with a

Nb/Al/Al 2O3/Al/Nb STJ detector for temperatures ranging from 100 to 600 mK [51]. TES’s,

however, are very sensitive thermometers and their performance is very dependent on the

temperature. The Munich group showed that the pulse height of their TES-based detector

changed by 8% when the base temperature of the detector was changed by 10 µK [82]. This

requires that the temperature at which the TES-based detectors are operated has to be stabilized

carefully. As was mentioned in the previous section the temperature of the detector stage can be

raised above the base temperature of the ADR by applying a non-zero current to the ADR magnet

surrounding the salt-pill. The temperature can be regulated by reducing the applied field over

time to compensate for the heat leaks. Bernstein [83] reported a measured temperature stability of

2 µK RMS at an operating temperature of 100 mK using this technique. We used a different

technique in which we mount a remote cold stage on the detector stage of the ADR. In addition

to the detectors we also mount a thermometer and a 100 kΩ heater resistor on the remote cold

Figure 3.10  Schematic cross-section of the detector stage with the detectors
mounted on the remote cold stage. All the parts that are cooled to the base
temperature of the ADR are colored gray. The copper remote cold stage is
coupled to the cold bath through a copper wire and two stainless steel stand-offs.



63

stage. A schematic cross-section of the remote cold stage as it is mounted on the detector stage is

shown in figure 3.10. To regulate the temperature of the remote cold stage we give the resistance

bridge a set-point. The resistance bridge has a “difference output” on which it applies a DC

voltage that is proportional to the difference in resistance between that of the thermometer and

the set-point. The difference output of the resistance bridge is connected to a Linear Research

LR130 PID temperature controller, which applies a current to a 100 kΩ heater resistor. Using this

system we demonstrated that we could stabilize the temperature over a period of several hours

with fluctuations of about 3.5 µK peak-to-peak, or 1.3 µK RMS.

The thermal model for the remote cold stage assembly is shown schematically in

figure 3.11. The main thermal link between the remote cold stage and the cold stage of the ADR

are the two stainless steel stand-offs (Gstand-offs), with which the remote cold stage is mounted on

the detector stage, and a copper wire (GCu wire). The thermometer, heater resistor and detectors are

all connected with 75 µm NbTi wires (with CuNi cladding), which when superconducting have

negligible heat conductivity compared to the copper wire and stainless steel stand-offs. The total

thermal coupling of the remote cold stage assembly to the cold bath is given by

Gtotal = GCu wire + Gstand-offs (3.5)

Figure 3.11  Thermal model for the remote cold stage. The remote cold
stage mainly consists of copper. The main thermal conduction is provided
by the copper wire and the two stainless steel stand-offs. The detectors,
heater resistor and thermometer are all connected with superconducting
wires (75 µm NbTi with CuNi cladding), which have negligible heat
conductivity compared to the copper wire and stand-offs.
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The stainless steel stand-offs are tubes, that are 2 cm long and have a cross-sectional area of

0.0286 cm2. The copper wire is 12 cm long and its diameter is chosen to set the total thermal

conductance to the desired level. The remote cold stage consists of 92 grams of copper and some

very small pieces of kapton and brass, which we will neglect from now on.

By applying a known amount of energy ∆E (a known current to the heater resistor for a

known period of time) and measuring the resulting temperature rise, we can estimate the total

heat capacity of the remote cold stage. By measuring the time constant τcool, with which the

temperature of the remote cold stage equilibrates back to the temperature of the ADR, we can

estimate the total thermal conductance between the remote cold stage and the ADR. In

figure 3.12 four measurement are shown for a run in which the remote cold stage is thermally

grounded with a 12 cm long, 250 µm diameter copper wire (in addition to the two stainless steel

stand-offs). In all four measurements the time constant with which the remote cold stage cools

back down to the bath temperature is 18.0 ± 0.5 seconds. The temperature rise is estimated by

extrapolating the fitted temperature versus time curve back to t = 0. The temperature rise scales

linearly with the applied energy. The total heat capacity of the remote cold stage is thus

CRCS = ∆E / ∆T = 0.24 ± 0.03 mJ/K. Using τcool = CRCS / Gtotal we get an estimate for the total

Figure 3.12  Temperature as a function of time after a known amount of current is
put into the 100 kΩ heater resistor on the remote cold stage. The remote cold
stage is thermally grounded with a 12 cm long, 250 µm diameter copper wire and
two stainless steel stand-offs. The decay time for all four measurements is
18.0 ± 0.5 seconds. The temperature rise of the remote cold stage is estimated by
extrapolating the fitted temperature versus time curve back to t = 0.
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thermal coupling, Gtotal = 13.3 ± 2.0 µW/K. The total thermal coupling can be verified with a

second measurement. By applying a constant known power P to the remote cold stage and

measuring the resulting temperature rise we can get the total thermal coupling from

Gtotal = ∆P / ∆T. Using this we get Gtotal = 13.0 ± 0.4 µW/K.

The total thermal coupling and thus the time constant can be changed by using a different

copper wire. When a 12 cm long, 350 µm diameter copper wire is used instead of a 250 µm wire

the total thermal conductance Gtotal is 17.8 ± 1.7 µW/K and the time constant is 13.9 ± 0.5 s.

Heat capacity
Measurement Theory

Copper parts CCu = 0.11 mJ/K
Stainless steel stand-offs Cstand-offs = 0.16 mJ/K
Total heat capacity CRCS = 0.24 ± 0.03 mJ/K CRCS = 0.27 mJ/K

Thermal coupling
Measurement Theory

Stainless steel stand-offs Gstand-offs = 7.4 µW/K
250 µm copper wire GCu wire = 5.3 µW/K
250 µm Cu + stand-offs Gtotal = 13.3 ± 2.0 µW/K Gtotal = 12.7 µW/K
350 µm copper wire GCu wire = 10.4 µW/K
350 µm Cu + stand-offs Gtotal = 17.8 ± 1.7 µW/K Gtotal = 17.8 µW/K
Table 3.2  Summary of all measured and calculated values of the heat capacity and thermal couplings for
the remote cold stage assembly. The measured values agree very well with those calculated.

The measured values for the heat capacity and total thermal conductance of the remote

cold stage correspond very well with what is expected from theory. We assume that the total heat

capacity is set by the sum of the 92 grams of copper in the remote cold stage and half the length

of the two stainless steel stand-offs (1.6 grams of type 304 stainless steel). Using CCu = nγeT,

where n is the number of moles of copper, γe is the electronic specific heat capacity

(γe = 0.695 mJ⋅mol-1⋅K-2) and T is the temperature we get CCu = 0.11 mJ/K at T = 110 mK. From

Hagmann [84] we get the specific heat of type 304 stainless steel as

Cstand-offs(T) = (465 T + 0.56 T-2) µJ⋅g-1⋅K-1. For 1.6 grams at 110 mK we find

Cstand-offs = 0.16 mJ/K. This brings the total calculated heat capacity to CRCS = 0.27 mJ/K.

The thermal coupling through the copper wire can be calculated from the

Wiedemann-Franz law, GCu wire = £T/R, where the Lorenz number is £ = 2.2⋅10-8 WΩ/K2 and R is

the resistance of the copper wire at low temperatures. Using these numbers we get

GCu wire = 5.3 µW/K for the 250 µm copper wire and GCu wire = 10.4 µW/K for the 350 µm copper

wire. From Lounasmaa [85] we get an estimate for the thermal coupling through the stainless
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steel stand-offs. For the 2 cm long stand-offs with a cross-section of 0.0286 cm2 we calculate

Gstand-offs = 7.4 µW/K. This brings the total thermal coupling to 12.7 µW/K for the 250 µm copper

wire and 17.8 µW/K for the 350 µm copper wire, which are in excellent agreement to what was

measured. Finally I summarized all the above values in table 3.2.

3.5.3 Sample mounts

As is described in more detail in the following chapters the thin-film sensors on top of the

superconducting and dielectric absorber crystals measure the excitations that are created by

absorption events in the crystals. In a superconducting absorber crystal the excitations will be

both quasiparticles and phonons. In a dielectric absorber crystal the excitations will be

electron-hole pairs that recombine to form phonons. In both cases phonons play an important role

in the signal generating process. If we would glue our detectors down on a sample mount, as is

normally done with thin-film based devices on Si substrates, we would most likely lose most of

our signal to the underlying material. The phonons could either escape into the sample mount or

they could get thermalized in the layer of glue between the crystal and the sample mount. To

avoid this problem we use another mounting technique for our bulk absorber crystals, where the

crystal is held in place by small point contacts, that are designed to minimize the contact area

between the absorber and the outside world. In figures 3.13 and 3.14 two different sample

mounts are shown which we used in our experiments. The sample mount shown in figure 3.13 is

used for thin, large area samples that are held down by 3 sapphire balls, 400 µm in diameter, that

are mounted on thin BeCu springs, and are supported by 3 more sapphire balls, 800 µm in

Figure 3.13  Sample mount used for mounting thin, large area detectors with bulk absorber crystals.
Three sapphire balls mounted on BeCu springs hold down the sample that is supported on three
more sapphire balls. The sapphire balls on the top are 400 µm in diameter, whereas the balls on the
bottom are 800 µm in diameter.
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diameter, that are mounted in a copper base plate. The balls on the bottom are held in the copper

base plate by compressing the pocket around the ball with a scalpel. The balls on the BeCu

springs are held in a tiny drop of PbSn solder in which a small pocket is drilled. The sample

mount shown in figure 3.14 is used for thicker samples that have a smaller area. In this sample

mount 4 sapphire balls are pressing against the sides of the crystal. The balls are again ~ 400 µm

in diameter. The brass blocks in which the balls are mounted are pushed against the crystal by

tungsten springs. Most parts of both sample mounts are made of either brass or copper and are

connected using brass screws. In both sample mounts the electrical connection to the device is

provided by Al and Au wirebonds that are bonded to contact pads close to the device. The

wirebonding pads are made of Cu traces that have been laminated on a thin sheet of kapton foil.

The foils are glued on the sample mount using stycast. From the wirebonding pads we use

superconducting wire (75 µm NbTi with CuNi cladding) to connect to the read-out electronics.

The sample mounts are screwed on the remote cold stage using brass screws.

3.6 Electrical read-out of devices
3.6.1 Bias circuit for STJ based devices

The STJ-based devices are read out with the bias circuit shown in figure 3.15, in which the STJ

is represented by RD, the dynamic resistance of the junction, in parallel with CJ, the capacitance

of the junction. For a typical tunnel junction with an area of 200 × 200 µm2 RD is of the order of

1 kΩ and CJ is of the order of 1 nF. The STJ is biased with a constant bias current

Ibias = Vbias / Rbias (when Rbias >> RD). The blocking capacitor Cbl prevents DC currents from

entering the preamplifier. Depending on what values are chosen for the capacitor and resistor in

wirebondsAbsorber crystal

TES

W spring

Copper base plate

sliding blocksapphire ball

Figure 3.14  Sample mount used for mounting thicker, smaller area detectors with
bulk absorber crystals. Four sapphire balls mounted on sliding brass blocks are
pushing against the sides of the crystal. The brass blocks are pushed in with
tungsten springs. All balls are 400 µm in diameter.
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the feedback, the amplifier can operate in two different modes. Generally we use CF = 5 pF. If we

would use a relatively small feedback resistor, for example RF = 50 kΩ, the RC-time constant of

the feedback is 0.25 µs and the output of the amplifier will be proportional to the current in the

junction. The amplifier will act as a current amplifier. However, for a larger feedback resistor,

like RF = 10 MΩ, the RC-time constant of the feedback is 50 µs and the amplifier will integrate

the current flowing through the junction during the pulse, resulting in a signal height proportional

to the total charge.

The FET-based amplifiers we used for the work in this thesis were mounted on the

outside of the cryostat at room temperature. The maximum bandwidth of the electronics is

determined by the RC time constant of the feedback of the amplifier. The noise in the read-out

circuit has three components, the shot noise in the bias current through the STJ (IN = 2eIbias), the

Johnson noise of the resistors in the circuit (I k T RN = 4 B / ) and the voltage noise from the

input FET of the op amp (IN = (0.5 nV/ Hz ) / RD) [86]. The exact magnitude of the electronic

noise thus depends strongly on the parameters of the tunnel junction connected to the amplifier.

For RD = 1 kΩ the FET current noise will be 5 pA/√Hz. It is clear that a large dynamic resistance

is preferable. For lower impedance devices the FET current noise will become very large. For

this reason low electronic noise can only be achieved with high-quality STJ’s. This is also the

reason why an FET based amplifier is not a good choice for lower impedance devices, like a

TES. For devices like this a SQUID is a better amplifier.

Figure 3.15  Bias circuit for read-out of STJ based devices. The STJ is
represented by RD, the dynamic resistance of the junction, and CJ, the junction
capacitance. The values chosen for CF and RF determine whether the amplifier
acts as a current or charge sensitive amplifier.
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3.6.2 Bias circuit for TES based devices

The TES-based devices are read out with the bias circuit shown in figure 3.16, in which the TES

is represented by a variable resistor RTES. The TES is connected in series with the input coil of a

SQUID. The input coil and TES are connected in parallel to a small resistor Rbias (typically 20 or

50 mΩ).This circuit is biased with a constant voltage Vbias, which is converted to a constant bias

current Ibias = Vbias/Rin into the parallel circuit. As long as Rbias < RTES this applies a constant

voltage bias across the TES. When the resistance of the TES changes the current through the TES

changes. This in turn changes the current in the input coil of the SQUID. The current is measured

by the feedback of the SQUID which tries to keep the magnetic flux in the SQUID loop constant.

The SQUIDs we used in our measurements were mounted in superconducting Nb tubes

on the 2 Kelvin plate of our ADR. At 2 K the Nb tubes are superconducting and will shield the

SQUIDs from stray magnetic fields. The wires from the device to the SQUIDs are all guided

through PbSn capillaries, which were made by removing the solder flux from ordinary PbSn

solder. The SQUID bias supply and feedback amplifier are mounted on the outside of the cryostat

at room temperature.

For the experiments described in this thesis we used two different kinds of commercially

available DC SQUID systems. Initially we worked with the Quantum Design 5000 system that

has an input coil with an inductance of 2 µH and a bandwidth of 50 kHz. These SQUIDs

performed adequate for measuring resistance versus temperature curves and had a low noise of

Figure 3.16  Bias circuit for TES based devices. The circuit is biased with a
constant voltage Vbias, which is converted to a constant current
(Ibias = Vbias / Rin) into the parallel circuit. The TES is connected in series with
the input coil of the SQUID. The feedback of the SQUID tries to keep the
magnetic flux in the SQUID loop constant. We used both single DC SQUIDs
(like the Quantum Design devices) as well as arrays of many SQUIDs (like the
Hypres devices).
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about 0.5 pA/ Hz  at frequencies of a few kHz. However, when we wanted to measure

current-voltage characteristics or X-ray or γ-ray induced current pulses, we found that the

bandwidth of the feedback of these SQUIDs was not large enough. Because of this we switched

to using the faster Hypres SQUIDs. The bandwidth of the Hypres SQUIDs is 2.5 MHz, a factor

50 larger than for the Quantun Design SQUIDs. The Hypres SQUIDs were initially developed by

Welty and Martinis [87] and later commercialized by Hypres. Instead of using a single SQUID

loop, as most DC SQUID systems do, these SQUIDs use a single input SQUID, who’s output is

coupled into an array of 200 SQUIDs. To minimize the number of wires needed between room

temperature and 2 Kelvin, we never operated these SQUIDs with the input stage. Instead we

always fed the current directly into the input coils of the array.

We measured the power spectrum of the noise in our Hypres SQUIDs, when the TES was

replaced with a superconducting short, by taking the Fourier transform of the feedback voltage. A

typical noise spectrum is shown in figure 3.17. It is clear that these SQUIDs are noisier than the

Quantum Design SQUIDs. The white noise level of the Hypres SQUIDs is between 3 and

4 pA/ Hz , compared to the 0.5 pA/Hz  of the Quantum Design SQUIDs. The peak in the

noise spectrum at 2.5 MHz, we think is caused by a resonance in the room temperature amplifier

circuit. Due to a large contribution of 1/f noise the noise level at 5 kHz is around 10 pA/Hz .

Figure 3.17  Power spectrum of the noise measured with a Hypres SQUID. There is a
large contribution of 1/f noise that extends up to at least 10 kHz. The white noise level
is between 3 and 4 pA/√Hz. At a frequency of 5 kHz the noise level is approximately
10 pA/√Hz. The large peak in the noise spectrum at 2.5 MHz is probably due to a
resonance in the room-temperature amplifier circuit.
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Notwithstanding the fact that the Hypres SQUIDs are much noisier than the Quantum Design

SQUIIDs we still used them for most of our experiments. Their much larger bandwidth proved to

be very valuable. Using the Hypres SQUIDs we were able to measure full current-voltage

characteristics and X-ray and γ-ray induced current pulses at any operating point, something that

could not be achieved with the Quantum Design SQUIDs.
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Chapter 4 - Results obtained with detectors with
superconducting crystals

4.1 Introduction
The main focus of the work presented in this thesis was the development of a high-resolution

spectrometer for photon energies above 10 keV. As was discussed in section 2.5 we need to use

bulk absorber crystals to achieve reasonable absorption efficiencies at these energies. For the

work in this thesis we pursued two parallel paths. On one path we used superconducting absorber

crystals coupled to either superconducting tunnel junctions (STJ’s) or transition edge

sensors (TES’s). On the second path we explored detectors with bulk dielectric crystals coupled

to transition edge sensors. In chapters 5 and  6 I present the results we obtained with the detectors

with the dielectric absorbers. In this chapter I present the results we obtained with the detectors

with the superconducting Ta crystals, either with the STJ or TES read-out. First I discuss the

detectors with the STJ’s. I present the measured current versus voltage characteristics as well as

the results of the X-ray and γ-ray measurements. I then discuss the concept of a practical γ-ray

detector that is based on a 3 × 3 array of STJ’s on a superconducting Ta crystal. This discussion

will include the results of a theoretical model that describes the performance of these detectors.

In section 4.4 I discuss the detectors with the transition edge sensors, including the measured

resistance versus temperature characteristics and the results of the γ-ray measurements. Finally I

present the concept of future detectors with superconducting absorber crystals and TES read-out.

4.2 Ta crystals with STJ read-out
One way to measure the number of quasiparticles generated when a photon is absorbed in a

superconducting crystal is to couple the crystal to a high-quality STJ. To be able to distinguish

the photon induced current from the leakage current in the STJ, the STJ needs to have a high

quality factor. The quality factor of an STJ is usually defined as the ratio of the normal state

resistance to the dynamic resistance of the junction. Therefore the first objective of our work was

to produce a high-quality Al/Al2O3/Al STJ on top of a superconducting Ta crystal. The very first

junctions we fabricated on top of our Ta crystals were made on top of an insulating layer of

Ta2O5 that was grown on the surface of the Ta by means of anodization [46,75]. These junctions

always had quality factors RD/RN of the order of two or three and I-V curves that exhibited

superconducting shorts, of the order of 100 µA in parallel with the junctions. These

superconducting shorts could not be suppressed with a magnetic field, which tells us that they

were the result of superconducting - superconducting regions in the tunnel barrier. When we

inspected the surface of the insulating Ta2O5 layers on top of the Ta crystals with an AFM we

discovered that the surface roughness was very large. If we started out with a smooth Ta crystal
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with a surface roughness of the order of 10 Å RMS over a 10 x 10 µm2 area, the anodization

would increase the surface roughness to about 650 Å RMS over the same area. As a result of this

the aluminum base electrodes deposited on these crystals would have a surface roughness that

was too large. Because of this we were not able to grow tunnel barriers of sufficient high-quality

on the aluminum films on the anodized Ta crystals.

It was not until we switched to the fabrication process described in chapter 3 that we

succeeded in fabricating high-quality STJ’s on top of a Ta crystal. For a schematic cross-section

of the devices we successfully fabricated see figure 3.5. The Ta crystal we used for the first

working STJ’s was cut from a single-crystalline rod from Single Crystal in Holland (see

section 3.2.1) using EDM. The Ta crystal we used had an area of 6 × 12 mm2 and a thickness of

3 mm. We polished the crystal on both sides both mechanically and chemically with the

processes described in chapter 3. After the polishing steps we determined the surface roughness

of the Ta crystal with an AFM to be 10 Å RMS over a 10 × 10 µm2 area, and 4 Å RMS over a

1 × 1 µm2 area. The STJ’s that were deposited on top of this Ta crystal had Al base and counter

electrodes that were both 200 nm thick. The tunnel barrier was formed by means of thermal

oxidation in the load lock of our deposition system. The oxidation was done for 30 minutes at an

O2 pressure of 1 Torr at room temperature. The area of the base electrode was 2 × 1 mm2 and the

area of the counter electrode, which defines the junction area, was 100 × 100 µm2. The SiO2 layer

Figure 4.1  Measured current versus voltage characteristics of an Al/Al2O3/Al STJ on the
surface of a Ta crystal. The measurements were done at a bath temperature of 58 mK
with magnetic fields applied parallel to the junction barrier of 0, 24, 47, 71, 94, 99, 101
and 103 Gauss. The critical field of the Al counter electrode is 103 Gauss.
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on top of the STJ’s was deposited by means of RF magnetron sputtering and had a thickness of

750 nm. The Al wiring layer that was used to contact the Al counter electrode was 500 nm thick.

These STJ’s had no superconducting shorts in parallel with the junction and had very high

quality factors. A typical STJ on the surface of one of our Ta crystals had a quality factor

RD/RN of 2 ⋅ 105. The normal state resistance of a 100 × 100 µm2 STJ was 1.2 Ω, which

corresponded exactly with what was observed for similar STJ’s that were deposited on Si

substrates.

4.2.1 Current-voltage characteristics

In figure 4.1 some typical current versus voltage characteristics are shown that were measured of

one of the STJ’s on the surface of a Ta crystal. The measurements were all done at a bath

temperature of 58 mK, with different amounts of magnetic field applied parallel to the junction

barrier. From figure 4.1 it is clear that the sumgap of the STJ in zero applied magnetic field is

430 µeV. For similar Al/Al2O3/Al STJ’s deposited on oxidized Si substrates we would normally

get a sumgap of 340 µeV, from which we can deduce that the normal gap in our superconducting

Al films is 170 µeV. From this we can conclude that the gap in the base electrode of the STJ on

top of the Ta crystal has to be 260 µeV, which is raised above the bulk value of 170 µeV by the

proximity effect. When a magnetic field is applied parallel to the junction barrier the sumgap of

Figure 4.2  Measured current versus voltage characteristics of an Al/Al2O3/Al STJ on the
surface of a Ta crystal. The measurements were done at a bath temperature of 58 mK
with magnetic fields applied parallel to the junction barrier of 103, 141, 165, 188, 198,
202 and 203 Gauss. The critical field of the Al base electrode is 203 Gauss.
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the STJ decreases. For magnetic fields close to the critical field of the Al counter electrode

(100 Gauss) the I-V curves become hysteretic around the sumgap. At an applied field of

103 Gauss the Al counter electrode is completely normal conducting. This value corresponds

well with the bulk critical magnetic field of Al of 100 Gauss [60]. The effects of applied

magnetic fields above the critical field of the counter electrode on the measured I-V curves is

shown in figure 4.2. For these magnetic fields the Al counter electrode is normal conducting and

the STJ acts as an SIN tunnel junction. For increasing applied magnetic fields the gap of the Al

base electrode is seen to decrease. The critical field of the Al base electrode is 203 Gauss, which

is raised from the bulk value of 100 Gauss by the proximity effect.

4.2.2 X-ray and gamma-ray results

After the STJ’s were characterized we used the devices to detect X-ray and γ-ray photons. In

order to do this we cooled a detector to a bath temperature of 58 mK and applied different bias

voltages in the subgap region (Vbias < 430 µeV). When we irradiated the detector with 60 keV

photons from a 241Am source no current pulses were observed. The volume ratio between the

crystal and the aluminum base electrode of the tunnel junction in this detector is 5.4 ⋅ 105, which

translates into a quasiparticle trapping time of 3.3 ms. This is several orders of magnitude longer

than the expected quasiparticle life time of around 10 µs. Therefore it is not very surprising that

no signals were observed from the Ta crystal. The absorption efficiency of the Al layers of the

STJ is negligable at this energy so we also didn’t expect to see any events from the junction

itself.

When we irradiated the detector with an 55Fe source, which emits X-ray photons

at 5.89 keV and 6.49 keV, we observed some current pulses. The rate at which we observed the

current pulses was consistent with the absorption efficiency of the 6 keV photons in the 200 nm

thick Al layers of the STJ. We therefore concluded that the observed current pulses were due to

absorption events only directly in the layers of the STJ. As expected no 6 keV pulses were

observed from the Ta crystal. To summarize, we have succeeded in fabricating high-quality

STJ’s on the surface of our Ta crystals. However, due to the large volume difference between the

absorber crystal and the trapping layers the devices did not work as good detectors. In the next

section I introduce a detector design that should not have this problem and should give detectors

that work with high resolving power.
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4.3 Future detectors with superconducting absorbers and STJ
read-out

For the devices we fabricated with superconducting absorber crystals and STJ read-out the

problem was that the volume ratio between the superconducting crystal and the trapping layer of

the STJ was too large. As a result the quasiparticle trapping time was much longer than the

quasiparticle lifetime in these device and no X-ray or γ-ray induced current pulses were observed

from the crystals. In order to make a working detector that is based on a superconducting

absorber crystal with STJ read-out we will have to speed up the quasiparticle trapping process. A

possible way of doing this is to reduce the volume ratio between the crystal and the trapping

layer. I designed a new kind of crystal based detector in which the quasiparticle trapping should

be significantly faster. These new detectors should have a high energy resolution combined with

a high position resolution. I now present the design of these new devices and show the results of

a theoretical model I developed. With the results of this theoretical model we can investigate the

performance of the new detectors and predict the accuracy with which they can measure the

position and energy of the absorbed photons. The work on these new detectors was done in

parallel to the development of the detectors with the dielectric absorbers, on which I report in

chapters 5 and 6. The first prototypes of these crystal - STJ detectors are currently in fabrication.

Due to delays in the fabrication of these devices I was unfortunately not able to characterize these

devices and compare the results to the theoretical model.

4.3.1 Concept of a working detector

In figures 4.3 and 4.4 schematic representations are shown of the new detectors with the

superconducting absorber crystals with STJ read-out. The detectors consist of a 3 × 3 array of

Al/Al 2O3/Al STJ’s on the surface of a thin tantalum crystal. The tantalum crystal has a thickness

of 10 - 100 µm and is glued to a sapphire wafer. We already successfully fabricated tantalum

3x3 array of Al/Al2O3/Al tunnel junctions

Ta crystal (10 - 100 m thick)

Sapphire wafer

Figure 4.3  Schematic representation of a prototype device with a thin superconducting absorber
crystal and a 3 x 3 array of STJ’s. The Ta crystal is mounted on a sapphire wafer.
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crystals with thicknesses of 50 to 100 µm on sapphire wafers that were both mechanically and

chemically polished to the desired smoothness. The STJ’s will be deposited by our collaborators

at Conductus Inc. using their standard Nb/Al tri-layer process [88]. The STJs have an area of

200 × 200 µm2 and are spaced by 20 µm. The STJ’s all have separate aluminum trapping layers.

The idea behind this detector is to move to a more vertical trapping process in which the

horizontal dimension is made less important. Initially we will use a collimator to restrict the

absorption of the X-ray and γ-ray photons to a spot 100 µm in diameter centered above the

middle junction of the array. By having a thin crystal and large area junctions we can make sure

the quasiparticle trapping time is faster than the time it takes for a quasiparticle to diffuse out of

the area underneath the 3 × 3 array of junctions. If this is the case the volume ratio between the

crystal and trapping layer is reduced to the thickness ratio of the two. In the first prototype device

we plan on using a 50 µm thick tantalum crystal and 200 nm thick aluminum trapping layers.

This gives an effective volume ratio between the crystal and the trapping layer of only 250,

which results in a quasiparticle trapping time of 0.8 µs. The fraction of quasiparticles that will be

trapped before they are lost out of the area underneath the 3 x 3 array will depend on the

diffusion speed of the quasiparticles.

4.3.2 Theoretical model

I developed a theoretical 1-dimensional model that simulates the signal generating processes in

these devices. The model includes quasiparticle diffusion in the tantalum crystal, trapping into

the aluminum base electrodes, tunneling across the barriers and recombination in both the Ta

crystal and Al trapping layers. In this model a fixed number of quasiparticles is injected

underneath the middle junction. The quasiparticle life time in the tantalum absorber crystal is

Figure 4.4  Schematic cross-section of a 3 x 3 array of STJ’s on top of a thin superconducting Ta
crystal. The Ta is 10 - 100 µm thick and the STJ’s, that have an area of 200 x 200 µm2, are spaced
by 20 µm. Initially a collimator will be used to limit the absorption location to the middle junction.



79

chosen to be 10 µs. The quasiparticle diffusion is modeled by convolving the quasiparticle

density with a diffusion kernel for every time step. The size of the time step depends on the

chosen grid-size and the assumed quasiparticle diffusion speed. Whenever a quasiparticle is

underneath a junction it has a certain probability of getting trapped within that time step. The

trapping probability depends on the trapping time and the time step in the simulation. After a

quasiparticle is trapped it is removed from the absorber. It is then no longer allowed to return to

the absorber. Every time step the trapped quasiparticles have a certain probability to tunnel across

the barrier and generate a signal. The tunnel time is determined by the barrier transmission. In the

simulations I discuss here I assumed a normal state resistance of 30 mΩ for a 200 × 200 µm2

junction, which results in a quasiparticle tunnel time of 3.4 µs. The quasiparticles are allowed to

tunnel back and forth across the tunnel barrier during their life time. The quasiparticle life time in

the aluminum films is chosen to be 10 µs.

The theoretical model produces current pulses for the three junctions. In figure 4.5 some

typical current pulses are shown as predicted by the model for a detector with a 50 µm thick

tantalum absorber crystal that has a resistance ratio of 100. For the current pulses shown in these

plots we injected 5 million quasiparticles underneath the middle junction of the array, which

corresponds with the absorption of a single 6 keV photon in the tantalum absorber crystal. In this

simulation multiple tunneling is not included in the model. The average distance a quasiparticle

can diffuse in the tantalum absorber crystal in time t is <x2>1/2 = (2veffλt/3)1/2, where λ is the

quasiparticle mean free path and veff is the effective quasiparticle velocity [89]

Figure 4.5  Current pulses predicted by the theoretical model for the 3 x 3 array of STJ’s on a 50 µm
thick Ta crystal. For this simulation 5 million quasiparticles were injected in the crystal, which
corresponds with the absorption of a single 6 keV photon. In these simulations multiple tunneling is not
taken into account. (a) Absorption event in the middle underneath the middle junction. The pulses from
the left and right junction are identical. (b) Absorption event 50 µm to the right. All three pulses are
distinctly different with different amplitudes and delay times.
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where T is the quasiparticle temperature and vF is the Fermi velocity. If we assume the

quasiparticle temperature is equal to the bath temperature, veff is about one tenth of vF at a bath

temperature of 100 mK in the tantalum absorber. However, the current pulses in figure 4.5 were

obtained by assuming that the actual quasiparticle diffusion speed is a factor 20 below the naïve

diffusion speed, which is set by the Fermi velocity. This is a reasonable estimate considering

measurements done by other groups [58,59]. The current pulses in figure 4.5 (a) are for an

absorption event exactly in the middle underneath the middle junction. As expected the current

pulses for the left and right junction are identical. In figure 4.5 (b) the result is shown for an

absorption event 50 µm to the right. There is a clear difference in the current pulses from the

three junctions now. In addition to the different pulse heights there is also a clear difference in

the arrival times or start times of the pulses. From this it is clear that this detector is position

sensitive. That is, by looking at the pulse height and arrival times of the different pulses we can

distinguish between absorption events at different locations.

Figure 4.6  Charge measured with the left junction as a function of charge measured with
the right junction, for different horizontal absorption locations in the device, as predicted by
the theoretical model for a 50 µm thick Ta crystal with a RRR of 100. At every location
5 million quasiparticles are injected in the crystal, which corresponds with the absorption of
single 6 keV photons. Multiple tunneling is taken into account. The squares are for
absorption locations that are 10 µm apart.
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To determine how accurately we can measure the absorption location of the photons in

the detector we performed the following simulation. In figure 4.6 the total charge (integral of the

simulated current pulses) measured with the left and right junctions is shown for different

absorption location underneath the middle junction. For the simulations in this and the next plots

multiple tunneling of the quasiparticles is included in the model. Again the results are for the

absorption of single 6 keV photons in a 50 µm thick tantalum crystal, that has an RRR of 100. It

is again assumed that the actual quasiparticle diffusion speed is a factor 20 lower than the naïve

Fermi velocity, or a factor 2 lower than the effective diffusion speed predicted by equation (4.1).

The different points in the graph are for different absorption locations underneath the middle

junction that are spaced by 10 µm. Given the typical read-out noise is around 20,000 electrons we

can conclude that we can clearly distinguish between absorption events that are 10 µm apart, that

is, the position resolution of these detectors is at least 10 µm.

To determine how accurately we can measure the energy of the absorbed photons we have

to look at the total integrated charge of the three junctions together. The total integrated charge

that is measured with the three junctions is very dependent on the exact characteristics of the

detector. The total integrated charge in the three junctions is shown in figure 4.7 as a function of

the thickness of the tantalum absorber crystals. The top line (with the triangles) is for a Ta crystal

with an RRR of 100. The middle line (with the diamonds) is for a Ta crystal with an RRR of 200.

Figure 4.7  Simulated total charge measured with the three junctions as a function of the
thickness of the Ta crystal for three different resistance ratios. The simulation is
performed for the absorption of 6 keV photons underneath the middle junction of the
array. The total charge is calculated by integrating the simulated current pulses of the
three junctions. Multiple tunneling is taken into account.
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Finally the bottom line (with the squares) is for a Ta crystal with an RRR of 2,000. Again it is

assumed that the actual quasiparticle diffusion speed is a factor 20 lower than the Fermi velocity.

Ideally the total charge measured by the three junctions should be the injected number of

quasiparticles (5 million) times the multiplication factor due to the multiple tunneling.

In table 4.1 the fraction of the total charge measured by the three junctions (as compared to the

ideal total charge) is shown for the different cases. From this table it is clear that the maximum

allowable thickness of the tantalum crystal depends strongly on the quasiparticle diffusion speed

(or residual resistance ratio). The faster the quasiparticle diffusion the faster the trapping has to

be to trap the quasiparticles out of the Ta before they are lost from underneath the junction array.

For a 50 µm thick Ta crystal with an RRR of 100 only 1 per 1000 quasiparticles are lost. For a

100 µm thick Ta crystal with the same RRR this increases to approximately 8 per 1000.

RRR = 100 RRR = 200 RRR = 2,000

10 µm Ta 100 % 99.995 % 99.211 %

20 µm Ta 99.995 % 99.965 % 97.926 %

50 µm Ta 99.901 % 99.537 % 92.302 %

100 µm Ta 99.251 % 97.744 % 82.773 %
Table 4.1  Fraction of total charge (from simulation) measured by the three junctions. The
quasiparticles that are not measured by the junctions of the array are either lost because they
diffused away from underneath the array, or they got lost because of their finite lifetime in the Ta.

The effect of charge “leaking out” from underneath the middle junction to the left and right

junctions is illustrated in figure 4.8. In this figure the pulse height of the current pulses in the left

junction is shown for 6 keV absorption events underneath the middle of the middle junction, for

different Ta thicknesses and RRR values. It is clear that the pulse height in the left junction is

larger for Ta crystals with higher resistance ratios. This can be explained by the increased

quasiparticle diffusion speed for these higher RRR crystals. Faster quasiparticle diffusion will

result in more quasiparticles not being trapped by the middle junction and “leaking out” to the

left (and right) junction. Furthermore the pulse height in the left junction is seen to increase with

increasing Ta thickness. This can be explained by a longer quasiparticle trapping time for thicker

Ta crystals. The longer the trapping time the more quasiparticles will “leak out” from underneath

the middle junction and reach the outside junctions. For the Ta crystal with an RRR of 2,000

there is an additional effect. For thicker Ta the pulse height initially increases, but once the

thickness increases above 20 µm the quasiparticle trapping time becomes so long, that a

substantial fraction of the quasiparticles is even not trapped by the outside junctions. These

quasiparticles are lost from the system and will not contribute to the signal. So, in order to be
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able to simultaneously measure both the energy and the position of the absorbed photons we need

to have some of the quasiparticles “leaking” into the left and right junctions. This fraction can

however not be too large because then some quasiparticles will not even be measured by the

outside junctions and will be lost.

To determine what the best possible energy resolution is we can achieve with these

detectors we have to look at the variation in the total measured charge for different absorption

locations inside the collimated spot. I use the model to calculate the relative difference in the

total charge for the different absorption locations inside the 100 µm collimated spot. This gives

an estimate for the best possible resolution that can be achieved based on this position

dependence. The results are shown in table 4.2. It is clear that for thin crystals with low RRR

values all the generated quasiparticles are measured by the three junctions, independent of where

inside the collimated spot the photons are absorbed. For higher RRR values the quasiparticle

diffusion becomes faster and for thicker Ta crystals the quasiparticle trapping becomes slower.

Both cases result in more quasiparticles “leaking” out from underneath the array. As a result

there is also a larger variation in the total measured charge for the different absorption locations.

Nevertheless the theoretical energy resolution due to the position dependence is always better

than 13 eV at 6 keV.

Figure 4.8  Simulated pulse heights in the left junction as a function of the thickness of
the Ta crystal for three different resistance ratios. The pulse heights are calculated for
the absorption of 6 keV photons underneath the middle junction of the array. Multiple is
tunneling is taken into account.
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RRR = 100 RRR = 200 RRR = 2,000

10 µm Ta ∆E = 0 eV ∆E = 0 eV ∆E = 3 eV

20 µm Ta ∆E = 0 eV ∆E = 1 eV ∆E = 8 eV

50 µm Ta ∆E = 2 eV ∆E = 6 eV ∆E = 12 eV

100 µm Ta ∆E = 8 eV ∆E = 13 eV ∆E = 13 eV
Table 4.2  Theoretical energy resolution at 6 keV for detector with Ta crystal absorber and
Al/Al2O3/Al STJ’s. The resolution is determined by the variation in pulse height for the different
absorption locations inside the 100 µm collimated spot underneath the middle junction.

Using these results we designed the first prototype detector. We chose a Ta crystal with a

resistance ratio of approximately 100 and a thickness of 50 µm. This detector will have an

absorption efficiency of 100% at 6 keV and 26% at 60 keV. When the absorption location of the

photons is restricted to a spot 100 µm in diameter at the middle junction of the array, we can

expect a theoretical resolution due to position dependence of 2 eV at 6 keV and 20 eV at 60 keV.

This device is currently in fabrication. When we test the device we will compare the measured

current pulses to what is predicted by the theoretical model. We will then be able to determine

exactly what the real quasiparticle diffusion speed, trapping time and loss times in the crystal and

trapping layers are. Using this information we can then design larger area detectors with higher

resistance ratio crystals where the STJ’s are spaced farther apart.

The ultimate goal of this work is to make a detector that has an active area of 1 × 1 cm2

and that requires a minimum number of STJ’s on the surface. This detector would be made in

such a way that for any absorption location within this 1 × 1 cm2 at least a certain fraction of the

total charge (let’s say 90%) is measured by a sub-array of 3 × 3 STJ’s. From the relative pulse

heights in this sub-array we can then determine the absorption location, which then together with

the total measured charge will give the energy of the absorbed photon. To make this work we

would need to have additional STJ’s deposited around the perimeter of the 1 × 1 cm2 active area,

to also measure the quasiparticles generated by the absorption events close to the edge of the

active area. Once we measure the actual quasiparticle diffusion speed and other relevant

processes in our prototype detector we can use the theoretical model to optimize the design of

this 1 × 1 cm2 detector.

4.4 Ta crystals with TES read-out
4.4.1 TES characterization

In addition to the superconducting tunnel junctions we also successfully fabricated

superconducting transition edge sensors (TES’s) on top of our superconducting Ta crystals. For a
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schematic cross-section of the devices we fabricated see figure 3.6. The Ta crystal we used was

cut from a single-crystalline rod from Single Crystal in Holland (see section 3.2.1) using EDM.

The Ta crystal had an area of 2.4 × 5.5 mm2 and a thickness of 1.1 mm. We polished the crystal

on both sides both mechanically and chemically with the processes described in chapter 3. To

prevent a superconducting short through the superconducting crystal in parallel with the TES we

deposited a 1 µm thick layer of SiO2 layer on top of the Ta crystal. The TES was deposited on

top of the SiO2 layer as a bilayer of a normal (Cu) and a superconducting (Al) material. The

proximity effect causes the two films to act as one superconducting layer, with a transition

temperature between those of the superconducting and normal layers. The TES is structured by

means of lift-off to a 1 × 4 mm2 rectangle. When we characterized the detector we mounted it in

the sample mount shown in figure 3.13.

In figure 4.9 a typical resistance versus temperature curve is shown for the TES on top of

the Ta crystal. The transition was measured by applying a constant bias current of 1 µA into the

parallel circuit in which the TES is connected. The current in the TES is measured with a Hypres

SQUID. For more details on how to measure an RTES-TTES curve or on how to convert the

measured current in the TES to the TES resistance see section 5.3.1. The transition temperature

of the TES, measured at 50% of RN, is 112 mK. The transition has a width of 2 mK, as measured

between 10% and 90% of RN. The normal state resistance RN is 1.25 Ω. All these transition

parameters are comparable to what is obtained with similar TES’s deposited on Si substrates. We

Figure 4.9  Resistance versus temperature characteristic for an Al-Cu bilayer TES
deposited on top of an insulating SiO2 layer on top of a superconducting Ta crystal. The
transition was measured with a bias current of 1 µA. The TC is 112 mK and ∆TC is 2 mK.
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can therefore conclude that we have succeeded in fabricating high-quality TES’s on top of our

superconducting Ta crystals.

4.4.2 Gamma-ray results

The next step in characterizing the detectors with superconducting Ta absorber crystals with TES

read-out is the measurement of γ-ray induced current pulses. In figure 4.10 a typical single

current pulse from the absorption of a single 60 keV photon is shown. For this measurement the

bath temperature was regulated to 110 mK, just below the superconducting transition temperature

of the TES. In order to understand what causes the measured current pulses and thus determines

the measured decay time, we have to consider the physical processes that occur inside the

superconducting absorber crystal after an absorption event. As was described in section 2.3.3 the

absorption of an energetic particle or photon in a superconductor generates a large number of

excited quasiparticles and subgap phonons. We have to keep in mind that there is no electrical

contact between the TES and the Ta absorber crystal. The temperature rise of the TES can thus

only be caused by phonons transmitted from the crystal through the insulating SiO2 layer into the

TES. These phonons can both be the subgap phonons that are generated immediately after the

absorption event and that don’t have sufficient energy to break up Cooper pairs, or they could be

Figure 4.10  Typical single current pulse from the absorption of a single 60 keV photon
in a detector with a superconducting Ta absorber crystal with TES read-out. For this
measurement the bath temperature was regulated to 110 mK. The current pulse
clearly has only one component. The rise time of the current pulses is 2.0 ± 0.5 µs and
the decay time is 10 ± 2 µs.
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the phonons emitted by two quasiparticles that recombine into Cooper pairs. In section 5.2 I

describe the different mechanisms by which the phonon population relaxes in a dielectric

absorber. We can expect similar mechanisms to work in our superconducting Ta crystals. In

section 5.2 I show that there are two phonon populations in an absorber crystal: an athermal and a

thermal population. As a result of these two populations the TES should measure a pulse with an

initial fast component, that is due to the athermal phonons being thermalized in the TES film,

followed by a slower thermal component, that is due to the slow temperature rise of the entire

detector. The measured current pulse clearly has only one component, and not the two described

above. The rise time of a typical current pulse is 2.0 ± 0.5 µs, whereas the decay time is

10 ± 2 µs. For bias points close to the bottom of the transition (low TES resistance) the L/R time

constant of the bias circuit is around 2 µs (LSQUID = 0.25 µH, RTES + Rbias ≈ 0.1 Ω). It is thus

possible that the observed rise time of the current pulses is limited by the L/R time constant of

the bias circuit and that the true device rise time is faster. Since the decay time of the measured

current pulses is at least a factor five longer than the L/R time constant it is not affected by it.

To understand what causes the measured current pulses we have to look at the time

constants for the athermal and thermal components that we expected to observe. To get the

thermal decay time τt = C/G of the detector, we have to know both the heat capacity C of the

detector as well as the thermal coupling G between the detector and the cold bath. At the

operating temperatures of the detector around 110 mK the heat capacity of the detector should be

dominated by the phonon heat capacity of the Ta absorber crystal, which is 1944⋅n⋅(T/θD)3, where

n is the number of moles of Ta atoms, T is the temperature and θD is the Debye temperature. At

110 mK this gives a heat capacity of 250 pJ/K. As will be described in chapter 5, the thermal

coupling between the detector and the cold bath, can be deduced from a series of ITES-Ibias

characteristics measured for different bath temperatures close to the transition temperature.

Unfortunately we did not measure any ITES-Ibias characteristics for this device. We therefore use

an estimated value for the thermal coupling of 10 nW/K, which was measured for a detector with

a dielectric absorber crystal that was mounted in the same sample mount (see section 5.3.3). This

and the calculated phonon heat capacity gives us a rough estimate for the thermal relaxation time

of the detector of 25 ms. Since this is more than 3 orders of magnitude longer than the observed

decay time of the current pulses, we can conclude that the observed decay time of the current

pulses is most likely not the thermal relaxation time of the detector.

Because of this we have to assume that the observed current pulses are caused by

athermal phonons heating the TES. This hypothesis is confirmed by the following observation.

The rate at which the photon induced current pulses were observed was much lower than what

was expected from the source strength of the 241Am source and the distance between the source

and the detector. When we take into account the absorption efficiency of the Ta crystal at 60 keV
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of 100% and the distance between the source and the detector we arrive at an effective area of the

detector that is 4 mm2, which is exactly the area of the TES. In addition to this we also irradiated

the detector from both the front as well as the backside. We only observed photon induced

current pulses when the detector was irradiated from the front side, never any from the backside.

The 99% absorption length of 60 keV photons in Ta is 770 µm. Since the Ta crystal has a

thickness of 1.1 mm most of the events thus occur at least 400 µm away from the TES, when the

detector is irradiated from the backside. From these two observations we conclude that only

events from the region directly underneath the TES are measured by the TES.

To fully understand what determines the decay time of the observed current pulses we

have to take into account the quasiparticles that are generated by the absorption events. The

lifetime of the quasiparticle population in a single crystalline absorber is very dependent on the

purity and surface properties of the crystal. For Nb single crystalline absorbers a quasiparticle

lifetime was measured of 9 µs [90]. The decay time of the current pulses we observe could thus

very well be due to the lifetime of the excited quasiparticles. This is also in agreement with the

observation that we only measure events from directly underneath the TES. If we naively assume

that the residual resistance ratio of the Ta crystal was still 300 (as was reported in table 3.1),

equation (3.1) predicts a quasiparticle mean free path in the Ta absorber crystal of 1 µm. If we

assume again, as we did in the previous section, that the actual quasiparticle diffusion speed is a

factor two below the effective speed predicted by equation (4.1), we arrive at an average distance

the quasiparticles can diffuse of 260 µm during their lifetime. This means that quasiparticles

generated father away than this diffusion length will not be able to reach the TES within their

lifetime, which is in agreement with the observation that we only measure those events that

happened directly underneath the TES. From this we can conclude that the observed current

pulses are most likely generated by phonons emitted by the recombination of quasiparticles in the

Ta crystal.

Even though the observations we made seem to agree with what is expected from the

quasiparticle lifetime and diffusion speed there is still something that is unexpected. All events,

independent of where they are absorbed in the Ta crystal, should ultimately result in a population

of phonons that are thermalized to the bath temperature. These thermal phonons will slowly

escape from the crystal through the mechanical mounting of the crystal and through the

wirebonds connecting the TES. These thermal phonons should result in a temperature rise of

E/C, that is always measured with the TES, even for the events far away from the TES.

Assuming the heat capacity of the detector is 250 pJ/K, this temperature rise should be 40 µK for

the absorption of a 60 keV photon. As is shown in chapter 5 and 6 we should have been able to

measure a temperature rise of this magnitude with the TES. In our measurements, however, there

was no indication for this slow thermal component. We only observed the initial “burst” of
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athermal phonons. It has to be noted here that we have no direct measurement of the total heat

capacity of the detector. The Munich group has reported on calorimetric particle detectors with

molybdenum and vanadium superconducting absorbers, where they find that the heat capacity

they measure is a factor 8 higher than what is expected from the Debye law [91]. It could very

well be that the actual heat capacity of our Ta crystals is also much larger than the 250 pJ/K we

calculated. If that is the case the temperature rise of the thermal component could have been

reduced to a level that made it impossible for use to detect. This might explain why we didn’t

measure a thermal component, neither for the events far away from the TES, nor for the ones

directly underneath the TES.

4.5 Future detectors with superconducting absorbers and TES
read-out

We can conclude now that in addition to the high-quality STJ’s we also succeeded in fabricating

high-quality TES’s on the surface of our superconducting Ta crystals. The TES’s we fabricated

had the expected transition temperature and had a transition width comparable to the transition

widths observed for similar devices deposited on Si substrates. With these devices we succeeded

in measuring photon induced current pulses from the Ta absorber crystals. The current pulses we

observed had a decay time that was comparable to the expected quasiparticle lifetime in the Ta

absorber crystal. The main problem with these detectors was the fact that we only observed

events that occurred directly underneath the TES. If an event occurred more than a few hundred

microns away from the TES (either to the side or below) no signal was observed in the TES. In

order to make a high-resolution detector we will have to change a number of things in the design

of the detectors. First of all we should make a detector with the same dimensions that uses a Ta

Figure 4.11  Schematic cross-section of a new detector design with a superconducting
absorber crystal with TES read-out. The TES is in electrical contact with the Ta absorber
crystal through a 250 nm thick Cu trapping layer.
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absorber crystal with a much higher residual resistance ratio (RRR > 1,000). The Ta crystal we

used for our detector had an RRR of 300 before we processed it and made a detector with it.

After all the processing steps we didn’t anneal the crystal, so it should be possible to make a

similar detector that has a Ta absorber crystal with an RRR that is at least a factor 10 higher. In

this detector the quasiparticle diffusion speed should be much higher and we should be able to

observe events from much greater distances from the TES. Once we succeed in making a detector

that has a larger sensitive area we should make devices that have two or more TES’s on the

surface. With these devices we should be able to do position dependence measurements, from

which should be able to learn a lot about the quasiparticle and phonon transport properties of the

superconducting absorber crystals.

In addition it would be interesting to make a detector in which the TES is electrically

connected to the Ta crystal, either directly or as is shown in figure 4.11 through a normal metal

trapping layer. This way the TES will also be able to measure the quasiparticles generated by the

absorption event and not just the phonons. The device shown in figure 4.11 has a 6 x 6 mm2 Ta

absorber that is 250 µm thick. This absorber should have an absorption efficiency of 77 % at

60 keV. The trapping time from the Ta crystal into the Cu film should be 2.6 µs, whereas the

theoretical limiting resolution ∆ E . k T C= 2 35 2
B  is 43 eV, where C is the total heat capacity of

the Ta crystal, the Cu film and the TES combined. This device should be fairly simple to

fabricate and very interesting to test.
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Chapter 5 - Characterization of detectors with dielectric
absorbers

In the scope of this thesis three distinctly different detectors with bulk dielectric absorbers were

studied. Detectors were fabricated with different geometries to study the effect of the device

geometry on the performance. In all the experiments I describe in this chapter the devices were

electrically connected with four aluminum wirebonds. Later one particular device was chosen

with which more extensive measurements were performed. I present these more extensive

measurements in chapter 6. In this chapter I begin by presenting a model that was developed to

understand the performance of the devices. I then describe the measurements we performed to

characterize the three devices. Finally I compare the measurements to the model.

5.1 Detector design
The goal of the work presented in this thesis is the development of a high-resolution γ-ray

spectrometer that has a high absorption efficiency and fast response time. In order to optimize the

detector design we studied the effects of different InSb absorbers and TES shapes on the device

performance. In figure 5.1 the three different devices are shown that were studied for this thesis.

The first two devices consisted of a 6 x 6 mm2 piece of InSb with a thickness of 600 µm. The

TES had a size of 1 x 4 mm2. The two devices differed in that the first one had the TES deposited

directly on the surface of the InSb (device named InSbTES9), whereas the second device had a

1 µm thick layer of SiO2 between the InSb and the TES (device named InSbTES10). In the third

device the geometry was changed drastically by using a 3 x 3 mm2 piece of InSb with a thickness

of 1 mm (device named InSbTES18). The InSb used for the different devices was obtained from

different sources. The InSb used for InSbTES9 and InSbTES18 was obtained from Firebird

Semiconductors Ltd., whereas the InSb used for InSbTES18 was obtained from Johnson

Matthey. In addition to the different suppliers and geometries of the InSb the shape of the TES

was changed in InSbTES18. The TES was 2 x 2 mm2 instead of 1 x 4 mm2. In addition the

surface of the InSb was etched and ion-gunned before the deposition of the 200 nm thick SiO2

layer. For more details about the exact fabrication processes see chapter 3.

5.2 Thermal model of detectors with dielectric absorbers
The model I will use to describe the results of our detectors with dielectric absorbers was first

developed by the Munich group [66] to explain their results with Si and sapphire calorimeters.

The model describes the different processes that occur after the initial absorption event of an

energetic particle or photon that leads to the change in resistance of the TES that is measured.
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Before I present the model and compare it to the measurements of our InSb based detectors I will

briefly describe what processes occur in the InSb immediately after the absorption event.

5.2.1 Initial interactions in a dielectric absorber

When an energetic particle or photon is absorbed in a semiconductor, electron-hole pairs and

subgap phonons are produced. The average energy needed to create an electron-hole pair in InSb

is 1.1 eV, compared to the band gap of 0.23 eV. This means that 80 % of the deposited energy

goes directly into phonons. In the absence of an electric field, the electron-hole pairs recombine

on a time scale determined by the carrier life times, generating more phonons. According to

Grober [92] the recombination life-time in InSb at 2 K is of the order of a few µs. Carrier

recombination in a direct gap semiconductor such as InSb creates mostly optical phonons, which

then decay very rapidly into accoustical phonons. Phonons can decay to a lower energy by several

processes. They can be thermalized in a normal metal film (like the TES) or by dirt on the

surface of the crystal. They can also undergo anharmonic decay where they split up into two

phonons that have about half the energy of the parent phonon. This process is strongly energy

dependent (Γa ∝ Ω5). Using the low temperature elastic constants for InSb Goldie [74] calculated

an anharmonic decay time of 570 µs (1/Ω)5, where Ω is the phonon energy in meV. This

equation is for the dominant process where one longitudinal phonon splits into two transverse

phonons with half the energy of the initial phonon. Next Goldie quotes a total lifetime of the

order of 540 µs (1/Ω)5, where Ω again is in meV.

In figure 5.2 the average phonon frequency is shown as a function of time, assuming an

initial population of accoustical phonons at the Debye frequency (νD,InSb = 4.6 THz) at t = 0. The

strong energy dependence of the lifetime leads to a very rapid initial decrease of the average

phonon frequency, followed by a much slower rate of change. The plot in figure 5.2 is not a

InSbTES9

InSb
TES

SiO2

TES
InSb

SiO2

TES

InSb

InSbTES18InSbTES10

Figure 5.1  The three different types of devices studied for the work in this thesis. InSbTES9  has a
6 x 6 mm2 piece of InSb that is 0.6 mm thick. The TES has an area of 1 x 4 mm2. InSbTES10 is the
same as InSbTES9 but with an extra 1 µm thick layer of SiO2 between the InSb and the TES.
InSbTES18 has a 3 x 3 mm2 piece of InSb that is 1 mm thick. The TES has an area of 2 x 2 mm2.
The SiO2 between the InSb and the TES in 200 nm thick.
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perfect straight line because the phonons have discrete frequencies (νD,InSb / 2n, where n is an

integer). On the time scale of a few ms (the time scale of the pulses from our detectors) the

average phonon frequency is larger than 100 GHz. Using the approximation Ω = hν = kBT, this

corresponds to an estimated phonon temperature around 1.1 K, which is about an order of

magnitude higher than the temperature of the absorber.

In very pure materials these athermal phonons would propagate ballistically, limited only

by elastic isotope scattering. According to Goldie [74] the major contribution to this scattering

arises from the isotopes 121Sb and 123Sb, which have natural abundances of 57% and 43%

respectively. Tamura [93] calculates an isotope scattering time in InSb of 18 µs (1/Ω)4, where Ω
again is in meV. When we assume an average phonon velocity of 1.5 km/s [74] in a sample with

a typical dimension of 3 mm we can show the energy dependent isotope scattering leads to

diffusive phonon propagation for frequencies above ν = 420 GHz. Lower frequency phonons will

propagate ballistically. From our calculations of the anharmonic decay we can deduce that after

approximately 5 µs the average phonon frequency has reduced to about 420 GHz. This means

that in our detectors the athermal phonons will propagate diffusively for the first 5 µs, after

which ballistic propagation will occur.

Figure 5.2  Average phonon frequency in InSb. It is assumed we have an initial
population of phonons at the Debye frequency (νDebye = 4.6 THz). Phonons with a
frequency larger than 420 GHz will propagate diffusively, whereas phonons with a
frequency lower than 420 GHz will propagate ballistically.
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5.2.2 The TES electron and absorber phonon systems

When an athermal phonon enters the TES it is efficiently absorbed by the free electrons in the

metal film. The strong interaction among the electrons quickly shares and thermalizes the phonon

energy, heating the electron-system in the TES. In the thermal model I present here, the absorber

and the TES are considered as two separate systems. The phonon system in the absorber is

described by a phonon temperature Ta. The electron system in the TES is described by an

electron temperature Te. The heat capacity of the phonon system in the absorber and the electron

system in the TES are Ca and Ce, respectively. The heat capacity of the electrons in the absorber

and phonons in the TES are not taken into account in this model, because they are much smaller.

In this model the phonons are divided into two groups: a thermalized component which gives the

absorber temperature Ta, and an athermal component which delivers Pe(t) to the TES. Figure 5.3

shows the thermal model of our detector where the power input Pe(t) into the electron system of

the TES is explicitly taken into account and the flow of thermalized energy is accounted for by

the different thermal conductances. The electrons and phonons in the TES are considered as sub-

systems that are weakly thermally coupled by Gep. Transmission of thermal phonons across the

boundary between the TES and the absorber leads to a Kapitza thermal conductance GK between

the thermal phonons in the TES and the absorber. This leads to an effective coupling Gea between

the electrons in the TES and the thermal phonons in the absorber

Heat bath

Electrons in TES

Phonons in TES

Phonons in absorber

Gab

Geb

Gep

GK

Tbath

Pe(t)

Pa(t)

Ce, Te

Ca, Ta

Gea

Figure 5.3  Thermal model for our detectors with dielectric absorbers. The electron
system in the TES and the phonon system in the absorber are connected through
different thermal conductances. The power input into the thermal phonons in the
absorber is Pa(t) whereas the power input into the electrons in the TES is Pe(t).
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The detector is coupled to the heat bath in two ways. The electron system in the TES is coupled

to the heat bath by the aluminum wirebonds with thermal conductance Geb. The phonons in the

absorber are coupled to the heat bath through the mechanical mounting of the crystal, with

thermal conductance Gab. The power input Pa represents the direct power input into the thermal

phonon system in the absorber, due to the thermalization of athermal phonons in the crystal. This

can be caused by anharmonic decay (although this is negligable on the time scale of our pulses as

was shown in the previous section) or by thermalization on the surface by dirt or frozen gasses,

or by impurities in the crystal.

The thermal model of our detectors is described by two coupled differential equations for

the temperature Te of the electrons in the TES and the temperature Ta of the phonons in the

absorber
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where Tb is the temperature of the heat bath, E is the energy of the absorbed particle or photon,

ε and is the fraction of athermal phonons thermalized in the TES, and τlife is the life time

(thermalization time) of the athermal phonons. In these equations the Joule heating is not taken

into account. All measurements described in this chapter were done at fairly low bias power and

no pulse-shortening due to electro-thermal feedback was observed. The life time of the athermal

phonons can be described by two terms

τ
τ τlife

film crystal

= +










−
1 1

1

(5.4)

where τfilm represents the process of athermal phonons being lost from the absorber into the TES

film, and  τcrystal represents athermal phonons being thermalized by impurities or on the surfaces

of the crystal.
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5.2.3 Calculation of the electron temperature in the TES

In order to understand the time evolution of the current pulses in our detectors we have to

calculate the time evolution of the electron temperature in the TES. We assume an initial

condition where the TES temperature Te (t = 0) is the same as the temperature of the

crystal Ta (t = 0) or the cold bath Tb (t = 0). From equations (5.2) and (5.3) we can then derive the

following solution for the thermometer signal ∆Te (t) = Te(t) - Tb:

( ) ( )∆ ∆ ∆T te
t t t t

in t( ) = − + −− − − −
T e e T e eathermal

/ /
thermal

/ /life lifeτ τ τ τ . (5.5)

This solution for the electron temperature in the TES consists of two components, an athermal

component with an amplitude ∆Tathermal, and a thermal component with an amplitude ∆Tthermal. In

case Ce << Ca, the different amplitudes and time constants of equation (5.5) can be reduced to
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The denominator in equation (5.6) represents the total thermal coupling of the TES and τin is the

intrinsic time constant of the TES. The denominator in equation (5.7) is a series combination of

Gea and Geb in parallel with Gab, which is the total thermal coupling of the absorber. Thus τt is the

thermal relaxation time of the absorber. ∆Tthermal is the temperature rise of the absorber due to the

absorption event. The ratio of τlife to τn and τlife to τt determines the sign of ∆Tathermal. As I show

later, for our detector τin < τlife, τin < τt and ∆Tathermal is positive. In this case τin is the rise time and

τlife is the fast decay time and the TES behaves as a bolometer measuring the flux of athermal

phonons. In this “bolometric mode” the amplitude of the athermal component is thus determined
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by the power absorbed in the TES and the total thermal coupling of the TES. For example if

τin << τlife and τin << τt then ∆Tathermal = εE/(τlife(Gea +Geb)).

A detector with τin >> τlife would operate in a different mode. It can be shown that then

the TES would integrate the phonons flux Pe(t) and ∆Tathermal = -εE/Ce. The amplitude of the

athermal component would then measure the total energy of the high-frequency phonons

absorbed in the TES. This detector would thus operate in the “calorimetric mode”.

The model for a detector operating in the “bolometric mode” is summarized by a typical

temperature pulse shown in figure 5.4. The rise time of the pulse is determined by the intrinsic

time constant of the TES. The decay time of the fast component is given by the life time of the

athermal phonon population. The rise time of the slow component is also determined by the

phonon life time, because this determines the rate at which athermal phonons are thermalized and

thermal phonons appear in the detector. The decay time of the slow component is set by the

thermal relaxation time of the absorber. The amplitude of the fast component is determined by

the power absorbed in the TES and the thermal coupling of the TES. The amplitude of the slow

component is set by the temperature rise of the absorber.

Figure 5.4  Typical temperature pulse from a detector with a dielectric absorber, as
predicted by the thermal model. The pulses have an athermal and a thermal
component. All the relevant pulse parameters of the two components can be predicted
by the model.



98

5.3 TES characterization
5.3.1 Resistance versus temperature

When cooling down a device the first time, the resistance versus temperature curve (or R-T

curve) is always the first thing to be measured. This can be done easily by applying a constant

bias voltage to the bias circuit in which the TES is connected and by measuring the voltage

output of the SQUID for different bath temperatures. The bias circuit, which was already shown

in figure 2.11, is biased with a constant voltage Vbias, which is converted in a constant bias

current Ibias = Vbias/Rin into the parallel circuit. When the resistance of the TES changes, the

branching ratio of the currents in the parallel circuit changes. This change in current is measured

by the SQUID. To measure the current the SQUID is operated in feedback mode. The output

voltage of the SQUID is then proportional to the current in the input coil and thus the current

through the TES. From the applied bias voltage and the measured current the resistance of the

TES can be calculated using
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From the branching ratio of the currents in the bias circuit, when the TES is in the

superconducting state, and the value of the bias resistor, the residual resistance in the TES branch

of the circuit can be determined. This residual resistance is due to the resistance of some small

traces of non-superconducting material in the circuit and interface resistances. Generally this

residual resistance was of the order of 10 mΩ or smaller. I will now discuss the measured R-T

curves for the different devices that were made.

InSbTES9 and InSbTES10

When InSbTES9 and InSbTES10 were first cooled down they both had a TC of around 120 mK.

The width of the transition, as measured between 10 % and 90 % of RN, was 10 - 12 mK. A

typical resistance versus temperature curve of InSbTES10 which was measured with a total bias

current of 1 µA, is shown in trace (a) in figure 5.5. A bias current of 1 µA was used to limit the

Joule power dissipated in the TES during the measurement to 1 pW. The Joule power dissipated

in the TES has to be limited to avoid self-heating of the TES, which would then not show the

true transition temperature. The fact that the measured R-T curves are not hysteretic, when they

are swept up and down in temperature, confirms that the Joule heating was negligable in these

measurements. The measured R-T curves that are shown in figure 5.5 are very close to what was

expected. For the same thicknesses Al and Cu deposited on oxidized Si substrates, we had
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previously also measured transitions around 120 mK. The only difference between the TES’s on

InSb and on Si was that the transitions were generally sharper on the Si, with widths were

typically between 1 and 2 mK. The normal resistance at 200 mK of both InSbTES9 and

InSbTES10 was 1.2 Ω. When the R-T curves were measured between 200 mK and 2 K we

always observed an additional transition of ~30 mΩ at around 1.2 K. This was caused by the

series resistance of the four Al bonding wires that were used to connect to the device for this

2-wire measurement. From this we can get an estimate for the normal state resistance of one of

the 25 µm diameter, 5 mm long Al wires of 30 mΩ per wire.

When InSbTES9 and InSbTES10 were cooled down again after these initial cooldowns

(after they had been warmed up to room temperature and exposed to atmosphere) it was found

that their properties had changed dramatically. InSbTES9 (the device without the SiO2 layer

between the TES and the InSb) was found to be normal conducting (RN = 1.2 Ω) all the way

down to 60 mK, the base temperature of the cryostat. InSbTES10 (the device with the 1 µm layer

of SiO2) was found to have a TC of 150 mK, as is shown in trace (b) in figure 5.5. The width and

shape of the transition had more or less been preserved, it had only moved up in temperature by

~30 mK. When InSbTES10 was cooled down again later it was found that the transition had

changed again. This time the TC had shifted up to 158 mK, with again a width close to what was

Figure 5.5  Resistance versus temperature curves for InSbTES10. (a) Transition
measured during the first cooldown with a bias current of 1 µA. The TC is 120 mK and
∆TC is 10 - 12 mK. (b) Transition measured in a later cooldown, again with a bias
current of 1 µA. The TC has changed to 150 mK. (c) Transition measured later again
with the same bias current. This time the TC has changed to 158 mK.
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measured before. As can be seen in trace (c) in figure 5.5, the shape of the transition was a little

different this time. The step at the top of the transition had become more pronounced.

It is thought that these effects of a changing transition are caused in part by the presence

of the InSb substrate. Changes were also noted in the transitions on Si but not nearly as severe as

the effects that were observed on the InSb crystals. The change in transition was most dramatic in

InSbTES9, the device without the SiO2 layer between the TES and the InSb. We believe that

either In or Sb atoms might be diffusing into the TES, causing its properties to change. The

insulating SiO2 film in InSbTES10 appears to act as a diffusion barrier, which slows this process

down. Changes over time of superconducting transitions of Al-Cu bilayer TES devices have been

observed by others as well [94]. It is believed that this is caused by thin-film stress in the Al and

Cu films that make up the TES. Other groups have experimented with weak annealing steps after

the deposition of their devices (50 °C for 30 minutes) which eliminated these effects. The devices

discussed here were never annealed, nor were any of the devices deposited on oxidized Si

substrates. Since we never saw effects on the Si as dramatic as on the InSb it makes us believe

that the changes we observed are caused by the InSb and not by the thin-film properties of the

TES itself.

InSbTES18

The next device that was studied after InSbTES9 and InSbTES10 was InSb18. In this device the

geometry was changed compared to the first two devices to include a thicker InSb absorber with

a smaller area. In addition the TES covered a much larger part of the surface of the absorber than

in the first devices. The surface of the InSb was etched and ion-gunned prior to the thin-film

deposition steps. A 200 nm thick film of SiO2 was deposited between the TES and the InSb to

minimize the effects of the InSb on the properties of the TES. The TES of this device was made

according to the same recipe as the ones from InSbTES9 and InSbTES10.

When this device was first cooled down it was found that it had transitions at three

distinct different temperatures. An R-T curve, again measured with a bias current of 1 µA, is

shown in trace (a) in figure 5.6. The first two transitions were at 124 and 127 mK respectively.

The third one was at 166 mK. In between the two transitions at 127 and 166 mK the resistance of

the TES was fairly constant at around 0.24 Ω. The normal resistance of the TES was 0.55 Ω,

which is in agreement the 1.2 Ω measured for InSbTES9 and InSbTES10. These first two TES’s

were four squares whereas InSbTES18 was only one square. The ratio of normal resistances is

not four because the Al wirebonds were bonded directly to the TES films. The distance between

the wirebonds and thus the length of the TES is determined by the distance between the

wirebonds, which is not that well defined. Again it is believed that the different transitions were

caused by distinct regions in the TES that were each affected differently by the InSb substrate.
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After this device was warmed up to room temperature and exposed to atmosphere it was

cooled down again. As was the case with InSbTES9 and InSbTES10 this device had also

changed, although less dramatically. The R-T curve that was measured during the second

cooldown is shown in trace (b) in figure 5.6. The two transitions at lower temperature had moved

down to 122 and 124 mK, whereas the one at higher temperature now had two parts, one at 157

and one at 160 mK. All transitions had thus gone down in temperature by 3-5 mK. Furthermore

the plateau between the two sets of transitions had a slightly lower resistance of ~ 0.21 Ω,

whereas the total normal resistance was unchanged at 0.55 Ω.

After this second cooldown InSbTES18 was cooled down several more times. However,

no more dramatic changes were observed in the transitions of the device. Every consecutive time

the device was measured it showed an R-T curve close to the one shown in trace (b) in figure 5.6.

Why exactly this device changed much less dramatic over time than InSbTES9 and InSbTES10

is not yet completely clear. Maybe it has to do with the surface treatment we performed on the

InSb substrate. The surface of InSbTES18 was etched and ion-gunned before the SiO2 and Al-Cu

thin films were deposited. This may have altered the surface properties of the InSb substrate in

such a way that diffusion of the In or Sb atoms into the TES was less likely.

Figure 5.6  Resistance versus temperature curves for InSbTES18. (a) Transition
measured during the first cooldown with a bias current of 1 µA. The device has transitions
at three distinct temperatures, 124, 127 and 166 mK. (b) Transition measured during the
second cooldown. The lower two transitions have changed to 122 and 124 mK, whereas
the one at higher temperature has split into one at 157 and one at 160 mK.
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5.3.2 Critical current versus temperature

The next step in characterizing the TES’s, after measuring the R-T curves, is the measurement of

the critical current as a function of temperature. This is done by applying a slowly increasing DC

bias to the bias circuit. When the current in the TES exceeds the critical current the TES will

snap to its normal state, causing a sudden change in the branching ratio of the currents, which in

turn is measured with the SQUID. The current in the TES at which the branching ratio suddenly

changes is taken as the critical current.

InSbTES9

During the first cooldown of InSbTES9 we measured R-T curves and γ-ray induced current

pulses (which will be shown in section 5.4.1). We did not have time to measure the critical

current as a function of temperature during this first run. Unfortunately when we tried to test the

device again later, the transition temperature had changed to a temperature below the base

temperature of our cryostat. Because of this we don’t have an IC-T measurement for this device.

InSbTES10

In figure 5.7 the results of the IC-T measurements for InSbTES10 are shown. The measurements

shown are for the same runs as for which the R-T curves were shown in figure 5.5. From this

figure it is again clear that TC shifted to higher values over time, as did the measured critical

Figure 5.7  Critical current as a function of temperature for InSbTES10. (a), (b) and (c)
refer to the same runs as in figure 5.2. It is clear that the both the critical temperature as
well as the critical currents for temperatures well below TC became larger over time.
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currents for T << TC. During the first run IC (for T << TC) approached 0.3 mA, whereas in the last

run it was close to 0.6 mA.

InSbTES18

In figure 5.8 the results of the IC-T measurements for InSbTES18 are shown. The data again are

for the same two runs as for which the R-T curves were shown in figure 5.6. This IC-T curve is

also in agreement again with the R-T measurements, as in that both the critical temperature as

well as the critical current for temperatures well below TC have gone down slightly. Why the

critical currents are close to a factor two smaller, when the critical temperature only went down a

few mK is not completely clear. In between these two measurements the device was re-

wirebonded. Maybe this step somehow damaged the TES films and adversely affected the

magnitude of the critical current.

5.3.3 TES current versus bias current

The next step in characterizing the TES’s is the measurement of the TES current versus bias

current characteristics. An ITES-Ibias curve can be measured by applying a changing bias voltage to

the bias circuit and measuring the output of the SQUID in feedback mode. The bias current is

simply the bias voltage divided by Rin, the large resistor that is connected in series with the bias

circuit. When the TES resistance is larger than the bias resistor a constant bias voltage is applied

Figure 5.8  Critical current as a function of temperature for InSbTES18. (a) and (b) again refer to
the same runs as in figure 5.3. This measurement is in agreement with the R-T curves, that
showed that the critical temperature of InSbTES18 had decreased slightly over time.
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to the TES and the ITES-Ibias curve can be thought of a current-voltage characteristic. When the

ITES-Ibias curves are measured at a number of different bath temperatures a map can be

constructed of the device current, resistance and power as a function of temperature. Given an

ITES-Ibias curve both the TES resistance and power can be calculated. The TES resistance can be

calculated with equation (5.10), whereas the Joule power can be obtained from
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Initially all measurements of our detectors with bulk dielectric absorbers were made with the

‘slow’ Quantum Design DC SQUID’s. All the measurements with InSbTES9 and InSbTES10,

and also the first set of measurements with InSbTES18 were made with these SQUID’s. The

Quantum Design SQUID’s were adequate for measuring R-T and IC-T curves. ITES-Ibias curves

and γ-ray induced current pulses, however, could only be measured when the operating

temperature was set very close to the transition temperature of the device. Whenever the bath was

cooled to more than a few mK below TC, and thus Joule heating was required to keep the TES in

its transition, the Quantum Design SQUID’s would not be able to track the current changes in the

TES and would loose lock. We believe this is caused by electro-thermal oscillations in the

TES [95] which cause currents in the input coil of the SQUID, which exceed its maximum

slew-rate. Before we started the second run with InSbTES18, we switched to using the fast

Hypres SQUID arrays. The Hypres SQUID arrays had no significant problems with the

oscillations and would work fine even when the bath temperature was lowered significantly

below the transition temperature of the TES. For a more detailed description of the SQUID

systems used see chapter 3.

InSbTES9 & InSbTES10

All measurements of InSbTES9 and InSbTES10 were made with the Quantum Design SQUID’s.

Due to the problems with the instabilities and oscillations described above we were only able to

measure a limited set of ITES-Ibias curves for these devices.

InSbTES18

The first experiments with InSbTES18 were performed with the Quantum Design SQUID’s. In

this run we were able to measure a few ITES-Ibias curves, however, only when the bath temperature

was set to within 2 mK of the transition temperature of the TES. In figure 5.9 a set of ITES-Ibias

curves is shown that were measured at bath temperatures ranging from 122 to 127 mK. The
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dashed straight lines in figure 5.9 are the model ITES-Ibias curves of constant resistance. The lines

present a guide to determine the resistance of the TES for all points on the ITES-Ibias curves. In the

superconducting state the series resistance is 10 mΩ, whereas for higher biases the TES

resistance is 0.25 Ω. This corresponds to the plateau in resistance already seen in figure 5.6.

When the bath temperature was set lower than 122 mK, the SQUID would lose lock and we

would no longer be able to measure an ITES-Ibias curve.

After this first run with InSbTES18 we installed the high-speed Hypres SQUID arrays in

our cryostat. Using these Hypres SQUID’s we were able to measure ITES-Ibias curves at

temperatures well below TC. Because of the large critical current of the device, however, we were

still not able to sweep out a full ITES-Ibias curve, since at low temperatures the currents in the TES

would exceed the current range of the feedback amplifier. However, we could easily measure

partial ITES-Ibias curves, that could be lined up with full ITES-Ibias curves measured at higher

temperatures. Some ITES-Ibias curves of InSbTES18, measured with the Hypres SQUID’s, are

shown in figure 5.10. In the regions of negative dynamic resistance of the ITES-Ibias curves

measured below 100 mK some instabilities occur. We think that these again are the electro-

thermal oscillations described by Irwin [95], which caused the Quantum Design SQUID’s to lose

Figure 5.9  Measured TES current versus bias current characteristics of InSbTES18 for
bath temperatures ranging from 122 up to 127 mK. These measurements were made in the
first run, with the Quantum Design SQUID’s, when the critical temperature was 124 mK.
The straight lines are model ITES-Ibias curves of constant resistance. The series resistance is
10 mΩ. For higher biases the TES resistance is 0.25 Ω, which corresponds to the plateau
in resistance already seen in figure 5.6.
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lock. Using the Hypres SQUID’s we could track the ITES-Ibias curves through these instabilities,

independent of the direction of the ITES-Ibias sweep. Again the measured resistances agree with the

R-T curves from figure 5.6. The resistance of the plateau is around 0.23 Ω and the normal

resistance is 0.55 Ω.

Using equation (5.11) we can now calculate the Joule power dissipated in each of the

ITES-Ibias curves. In figure 5.11 the Joule power for the points where the TES resistance is 0.2 Ω is

plotted as a function of the bath temperature. The slope of this curve, for temperatures close to

the critical temperature, gives the thermal coupling between the device and the cold bath
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where the last partial derivative is given by the slope of the PTES-TBath curve and n is the exponent

of the equation describing the heat loss out of the TES into the cold bath

( )P K T TTES TES
n

Bath
n= − . (5.13)

Figure 5.10  Measured TES current versus bias current characteristics of InSbTES18 for bath
temperatures ranging from 90 up to 150 mK. These measurements were made in the second
run, with the Hypres SQUID’s. The straight lines are model ITES-Ibias curves of constant
resistance. At lower temperatures instabilities appear in the ITES-Ibias curves, that can be
measured reproducibly. These could not be measured with the Quantum Design SQUID’s.
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Here K is a material and geometry dependent parameter and n is a number whose value depends

on the dominant thermal impedance between the electrons in the TES and the cold bath. If the

dominant impedance is set by the Kapitza boundary resistance n equals 4. If electron-phonon

decoupling dominates n is either 5 or 6, depending on the theory being used. For T ≅ TC

equation (5.12) reduces to G = ∂PTES/∂TBath. This gives a G of 10.1 ± 0.2 nW/K for this device.

The thermal coupling of InSbTES18 to the heat bath is provided by the aluminum

wirebonds and the mechanical mounting of the InSb crystal. The TES is electrically connected

with four aluminum bonding wires with 1 % Si. Ventura measured the thermal conductivity of

the same superconducting Al(Si) bonding wires we used to be [96]

GAl = (2.0 ± 0.2) T1.92± 0.03 (mW⋅K-1cm-1). (5.14)

For four, 5 mm long, 25 µm diameter wires at 120 mK, this gives a total thermal conductance

of 1.3 ± 0.1 nW/K. The additional 8.8 ± 0.2 nW/K is provided by the Kapitza coupling through

the mechanical mounting of the crystal. This is done with 4 small sapphire balls (400 µm in

diameter) that push against the sides of the crystal. From Pröbst et al. [66] we get an estimate for

the thermal coupling through the InSb-ball interface of

Figure 5.11  Joule power at 0.2 Ω as a function of bath temperature for InSbTES18 for
temperatures close to the critical temperature. From the slope of this curve we can get
the thermal coupling between the TES and the cold bath of 10.1 nW/K.
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where A is the contact area between the InSb and the ball. From inspecting the device with an

optical microscope we estimated a circular contact area with a diameter of 50 µm per InSb - ball

interface. From this contact area we would expect the thermal coupling through the four sapphire

balls to be 10.2 nW/K, which is in good agreement with the measured G of 8.8 ± 0.2 nW/K.

Note on thermal coupling of InSbTES10

If we assume that the contact area per ball is the same for InSbTES10 and InSbTES18 we can

also make an estimate for the thermal coupling between InSbTES10 and the cold bath.

InSbTES10 was mounted in a different sample mount in which it was sitting on top of three

balls. It was held down by three more balls that were mounted on thin BeCu springs. This then

gives a total contact area between the balls and the InSb that is 1.5 times larger for InSbTES10 as

compared to InSbTES18. At the same bath temperature (120 mK) this gives a thermal coupling

through the sapphire balls of 13.2 ± 0.3 nW/K. The device was again electrically connected with

four aluminum bonding wires. This gives a total estimated thermal conductance of

14.5 ± 0.4 nW/K for this device.

5.4 Influence of device geometry and surface treatment on
device performance

5.4.1 Measured pulse shapes

After characterizing the TES’s by measuring the R-T, IC-T and ITES-Ibias curves, the next step is

measuring γ-ray induced current pulses. This is done by setting the bath temperature below the

transition temperature of the device and applying a bias voltage to regulate the TES in its

transition. When an energetic photon is absorbed in the InSb it generates high-frequency phonons

which ultimately heat up the electron-system in the TES. This changes the resistance of the TES,

which in turn changes the branching ratio of the currents in the parallel circuit. This change in

current is measured with the SQUID.

All pulses measured for the three different devices generally had similar shapes. For a

specific device the amplitudes of the pulses would vary with the exact bias conditions, but the

time constants would mostly be the same. In figure 5.12 averages of 25 typical current pulses are

shown for absorption events of 60 keV photons in both InSbTES9 and InSbTES10. The

measured pulses of both devices clearly have two components to the decay of the pulse with

completely different time constants, as is predicted by the thermal model. In trace (a) the pulses
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of InSbTES9 are shown on a long time scale which shows the long tails. In trace (b) the fast

components of both InSbTES9 and InSbTES10 are shown in more detail. It is clear the fast decay

time for InSbTES9 is faster than for InSbTES10. According to the thermal model the fast decay

time is determined by the lifetime of the athermal phonons, so we can immediately conclude that

the athermal phonon lifetime is shorter in InSbTES9. This can be explained by the fact that in

InSbTES9 the TES is deposited directly on the surface of the InSb, whereas in InSbTES10 there

is a 1 µm thick layer of SiO2 between the TES and the InSb. The presence of the SiO2 layer

impedes the transmission of athermal phonons into the TES which causes a longer τfilm. This and

other effects will be discussed in more detail in section 5.5.1.

The puses shown for InSbTES10 were measured during the first cooldown, when the

transition temperature was 120 mK. For all the measurements reported in this section the bath

temperature was set to within a few mK of the transition temperature to measure the intrinsic

time constants of the devices. This way there were no effects like pulse shortening due to electro-

thermal feedback.

5.4.2 Pulse shape analysis

In general the pulses measured for all three devices could be very well described with the thermal

model that was introduced in section 5.2. To extract the pulse parameters the measured pulses are

fitted with an exponential rise and two exponentially decaying components, as in

Figure 5.12  (a) Average of 25 typical current pulses from the absorption of 60 keV photons in
InSbTES9. The pulses clearly have two components. The pulses of InSbTES9 and InSbTES10 are very
similar in shape. The slow component of the pulses is exactly the same for both devices, with a decay
time of 12 ms. (b) The fast component is different. InSbTES9 (the device without the SiO2 layer
between the TES and the InSb) has a fast decay time of 125 µs, whereas InSbTES10 has one of
180 µs.
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where Iathermal and Ithermal are the amplitudes of the athermal and thermal components, τlife and τt

are the decay times of the athermal and thermal components, τin is  the rise time, t0 is the time at

which the pulses start and I0 is the baseline of the pulses. All measured pulses were fitted to this

relationship.

The baseline of the pulses is different in almost every set of measured pulses. This is

because the baseline is determined by the exact set-points in the measurement set-up, like the

bath temperature, bias current and operating point of the SQUID. Also the amplitudes of the two

components are very dependent on exactly what operating conditions are chosen. The measured

time constants, however, are fairly consistent for all the different measurements. In table 5.1 the

results for the different time constants of the pulses of InSbTES9, InSbTES10 and InSbTES18,

measured for bath temperatures close to the transition temperatures, are summarized.  In

section 5.5 I will compare both the rise time as well as the amplitudes and decay times of the

different components to values predicted by the thermal model.

τrise = τin τfast = τlife τslow = τt

InSbTES9 10 ± 1 µs 125 ± 5 µs 12 ± 2 ms

InSbTES10 27 ± 3 µs 180 ± 10 µs 12 ± 2 ms

InSbTES18 27 ± 3 µs 60 ± 10 µs 9 ± 2 ms
Table 5.1  Pulse parameters calculated from fit of data from InSbTES9,
InSbTES10 and InSbTES18. All pulses were measured with the bath
temperature close to the transition temperature of 120 mK.

5.4.3 Measured γ-ray spectra

A spectrum of the absorbed photons is obtained by making a histogram of the pulse heights of

the measured pulses. Before this is done the measured pulses are smoothed with a Gaussian filter

that acts as a low-pass filter. The baseline of the pulses is determined by averaging the measured

points before a pulse starts. Generally we take around 256 points of pre-trigger data to get a good

estimate of the baseline. The pulse height is determined by subtracting the baseline from the

maximum amplitude of the filtered pulses. In figure 5.13 two typical spectra are shown of a
241Am source measured with InSbTES10. This source has a main line at 59.54 keV and some

additional lines around 20 keV. In table 5.2 the strongest lines and their relative intensities are

summarized [97].
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Energy (keV) Origin Intensity

(photons/dis)

13.72 Np - Lα2 1.5 %

13.95 Np - Lα1 11.5 %

16.93 Np - Lβ2 5.0 %

17.75 Np - Lβ2, Lβ5, Lβ1 14.0 %

20.80 Np - Lγ1, Lγ2 3.3 %

21.41 Np - Lγ3 1.3 %

26.34 241Am 2.5 %

59.54 241Am 35.9 %
Table 5.2  Photon energies emitted by a 241Am source with their origin and relative intensities

The spectrum shown in figure 5.13 (a) was measured when the 241Am source was shining

directly on the backside of the InSb absorber. For the spectrum in figure 5.13 (b) we inserted a

250 µm thick sheet of copper in between the source and the detector. The transmission for the

20 keV photons through this 250 µm of copper is 0.05 % whereas for 60 keV it is 70 %. This

sheet of copper thus effectively blocks the low-energy Np - L lines, while still letting through the

60 keV γ-ray photons. This experiment confirms that the lines around 20 keV in figure 5.13 (a)

are indeed coming from the source. The events around 35 keV are still present, with the same

relative number of counts compared to the main 60 keV peak. This confirms that these lines are

Figure 5.13  (a) Spectrum measured with InSbTES10 of a 241Am source. The Np-L lines (around 20 keV)
and the γ-ray main line (at 59.5 keV) are seen. The resolution is 3.0 keV. The lines between 30 and 35 keV
are escape lines from the InSb absorber. (b) Same measurement only with a 250 µm thick piece of Cu in
front of the 241Am source. This effectively blocks the low-energy Np-L lines but lets through the 60 keV
photons.
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caused by escape events from the InSb absorber itself. This happens when a 60 keV photon is

absorbed in the InSb absorber and excites an electron of either an In or Sb atom. When this

excited electron relaxes back to a lower energy it can emit a photon with an energy of the K-line

of that particular atom. When this photon is not reabsorbed in the InSb its energy is then lost

from the absorber and the total remaining energy measured for that particular 60 keV event is 60

keV minus the energy of the emitted photon. The escape lines are thus at 33.4 keV (Sb Kα is

26.1 keV) and 35.5 keV (In Kα is 24.0 keV).

The spectra measured with InSbTES9, InSbTES10 and InSbTES18 were all very similar,

with the same features described above. The resolution throughout the entire spectrum was

generally constant around 3.0 keV. In order to understand what limited the observed energy

resolution we measured the ‘electronic noise’. We did this by measuring noise triggers at the

operating points where the spectra were measured after which we mathematically added

simulated noise-free pulses, with the same parameters as the measured pulses. Next we

determined the resolution for these ideal pulses. This way we obtained an estimate for the

‘electronic noise’ in the system. For every chosen operating point the energy resolution for the

ideal pulses was within 200 - 300 eV of the measured resolution for the real pulses. From this we

concluded that in these initial experiments the observed resolution of 3.0 keV was limited by the

electronic noise in the measurements and not by other effects like pulse height variation due to

position dependence.

5.5 Discussion of the measurements
5.5.1 Measured time constants

I will now relate the measured pulse parameters, which were summarized in table 5.1, to the

model I presented in the previous section. Wherever possible I will use device parameters

measured from our detectors like the dimensions. In other cases I will rely on reported

measurements from the literature.

Rise time

In the thermal model described in section 5.2 the rise time of a temperature pulse is determined

by the intrinsic time constant of the TES. The measured current pulse will have the same rise

time if the measurement is not limited by the electronic response time of the SQUID current

amplifier. The inductance of the input coil of the Quantum Design SQUID’s is 2 µH, whereas for

the Hypres SQUID’s it is 0.25 µH. For InSbTES9 and InSbTES10 (measured with the Quantum

Design SQUID’s) at a typical operating point the L/R time constant was 10 µs. For InSBTES18

(measured with the Hypres SQUID’s) it was around 8 µs. From table 5.1 it is clear that the rise
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times of InSbTES9 were probably limited by the L/R time constant of the input coil of the

SQUID, whereas for InSbTES10 and InSbTES18 we measured the true intrinsic time constant of

the TES.

For both InSbTES10 and InSbTES18 (at 120 mK) we measured τin = 27 ± 3 µs. Since the

electronic heat capacity Ce of the TES’s of both InSbTES10 and InSbTES18 is identical (same

total volume and temperature), they should also have the same coupling between the TES and the

absorber. To calculate the heat capacity of the TES we need the area (4 x 1 mm2 or 2 x 2 mm2)

and the thickness of the aluminum and copper films (total thickness is 83.0 ± 0.8 nm). The

uncertainty in the thickness arises from the uncertainty in the deposition time of the TES films. It

is assumed we can control the deposition time to within one second. Using equation (2.18) for

the heat capacity of a normal metal we get a total normal-state heat capacity at 120 mK of

4.3 ± 0.3 pJ/K. Since the TES is biased in its transition we assume the heat capacity actually is a

factor 2.43 higher. This gives a total heat capacity of the TES of 10.5 ± 0.7 pJ/K. Using this heat

capacity and the measured rise time we calculate the thermal coupling between of the TES

Gea + Geb = 390 ± 60 nW/K for both InSbTES10 and InSbTES18.

In order to compare this to what is expected we have to look in the literature. In

section 5.3.3 we already calculated the thermal conductance through the aluminum bonding wires

Geb = 1.3 ± 0.1 nW/K. The main contribution to the thermal coupling of the TES is thus set

by Gea, the Kapitza coupling between the TES and the InSb and the electron-phonon coupling in

the TES. These are both the same in InSbTES10 and InSbTES18, since in both devices the area

and volume of the TES is identical. To get the Kapitza coupling between the TES and the InSb

we again use equation (5.15). It has to be noted that the factor of 0.5⋅103 in equation (5.15) is an

estimate for the InSb - SiO2 - TES interface. This is not of too much importance though, since, as

I will show, the main bottleneck in the thermal conductance between the TES and the InSb is the

electron-phonon coupling. Using the estimated factor of 0.5⋅103  we get GK = 3.4 µW/K. For the

electron-phonon coupling we use [98]

Gep = 5⋅VTES⋅T4 nW/K (5.17)

where VTES is the total volume of the TES in µm3. At 120 mK this gives Gep = 340 nW/K. Using

equation (5.1) this gives a total calculated thermal conductance Gea = 310 nW/K. This is a little

lower than the value we derived from our measurements of 390 ± 60 nW/K. We have to keep in

mind though that there is a large uncertainty in the pre-factor 5 in equation (5.17). Different

authors have reported values varying by a factor five for this factor [99,100]. Considering this we

can conclude that our measured value falls within the reported uncertainty for the electron-

phonon coupling.



114

To double check this result we measured pulses of InSbTES10 close to the transition

temperature during every cooldown. If the rise time is indeed the intrinsic time constant of the

TES we should see a change in the observed rise time when the transition temperature of

InSbTES10 changed over time (from 120 to 150 to 158 mK). In table 5.3 the measured rise time

of the pulses of InSbTES10 at different points in time are summarized. The table also

summarizes the values of Gea inferred from the measured rise times and calculated electronic

heat capacity of the TES as well as the calculated coupling from equations (5.1), (5.15)

and (5.17).

τin (µs) Ginferred (nW/K) Gcalculated (nW/K)

TC = 120 mK 27 ± 3 390 ± 60 310

TC = 150 mK 22 ± 3 600 ± 90 750

TC = 158 mK 21 ± 3 660 ± 110 910
Table 5.3  Measured rise times for InSbTES10 at different points in time. From the rise time and the
calculated TES heat capacity the thermal coupling between the TES and the InSb is inferred. The
calculated thermal coupling assumes a series connection of Kapitza and electron-phonon coupling. Since
the uncertainty in the electron-phonon coupling is so large the error in the calculated values is omitted.

As expected the rise time of the measured pulses is seen to decrease with increasing temperature.

Both the fast and slow decay times were not affected by the change in transition temperature of

the TES. As expected the inferred thermal coupling increases with increasing temperature. The

above confirms that the rise time of the pulses is indeed the intrinsic time constant of the TES.

Because of the large uncertainty in the calculated values of Gea I will use the value inferred from

our measurements of 390 ± 60 nW/K for the coupling between the TES and the InSb at 120 mK

for both InSbTES10 and InSbTES18.

Note on rise time of InSbTES9

The rise time of the measured pulses of InSbTES9 was 10 ± 1 µs. This is the same as the L/R

time constant of the bias circuit, which means that the rise time of InSbTES9 was probably

limited by the response time of the SQUID. The intrinsic time constant of the TES in InSbTES9

thus has to be less than 10 µs. Why this is so much faster than the rise times measured for

InSbTES10 and InSbTES18 is not completely clear. Since the size and thus the electronic heat

capacity of the TES was identical in InSbTES9 and InSbTES10 the thermal coupling between the

TES and the InSb must have been much larger in InSbTES9. The Kapitza coupling between the

TES and the InSb was probably larger in InSbTES9 because there was no layer of SiO2 between

the two. However, Gea is dominated by the electron-phonon coupling in the TES. A faster rise
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time can thus only be explained by a larger electron-phonon coupling in the TES in InSbTES9.

When we measured InSbTES9 during the second cooldown it was found that the device was

normal conducting all the way down to the base temperature of the cryostat. We explained this by

diffusion of In or Sb atoms into the TES, which changed its properties. It is conceivable that

some impurities had already diffused into the TES during the first cooldown, which caused an

increase in the electron-phonon coupling. This in turn could explain the much faster rise time we

observed for InSbTES9.

Decay time of the fast component

The model predicts a fast decay time which is determined by τlife, the life time of the athermal

phonon population in the detector. This life time is determined by the thermalization time in both

the TES and the absorber. In InSbTES9 the fast decay time was 125 ± 5 µs, in InSbTES10 it was

180 ± 10 µs and in InSbTES18 it was 60 ± 10 µs. Since InSbTES9 and InSbTES10 had the exact

same geometry, were fabricated at the same time and used InSb from the exact same batch we

assume that the life time in the absorber τcrystal was identical in both devices. From this we can

deduce that τfilm, the time it takes for a phonon to be lost from the absorber to the TES film,

should be shorter in InSbTES9 than in InSbTES10. This is as expected because InSbTES9 has no

SiO2 layer between the TES and the InSb. This means the phonons have one less interface to

cross before they can enter the TES, which reduces the average time it takes for them to

thermalize in the TES. In order to calculate τfilm and τcrystal quantitatively we need ε, the fraction

of athermal phonons thermalized in the TES. This number we can get from the pulse height of

the athermal component. I will calculate τfilm and τcrystal in the next section.

Decay time of the slow component

In our model the slow decay time of our pulses is determined by the thermal relaxation time of

the absorber. The volume of InSbTES9 and InSbTES10 is the same and they were mounted in

the same sample holder, therefore the heat capacity and the thermal conductance for these

devices should be nearly identical. This is consistent with the measured thermal decay times. The

heat capacity of the InSb crystal in both InSbTES9 and InSbTES10 at 120 mK, as estimated from

equation (2.17), is 190 ± 2 pJ/K. The estimated heat capacity of the InSb crystal in InSbTES18 at

120 mK is 90 ± 1 pJ/K. The errors arise from the uncertainty in the exact dimensions of the InSb

crystals.

The heat capacity of the absorber can also be estimated from the measured slow decay

time and the measured thermal coupling between the device and the cold bath. The thermal

coupling is measured from the ITES-Ibias curves, as was shown in section 5.3.3. In table 5.4 the

heat capacities estimated from the size of the absorber and from the measured decay times and
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thermal couplings are summarized for InSbTES10 and InSbTES18. It is clear that they are in

excellent agreement, confirming that the decay time of the slow component is determined by the

thermal relaxation time of the absorber.

Ca (pJ/K) - from size Ca (pJ/K) - from decay time

InSbTES10 190 ± 2 pJ/K 170 ± 30 pJ/K

InSbTES18 90 ± 1 pJ/K 90 ± 20 pJ/K
Table 5.4  Estimated heat capacities of InSbTES10 and InSbTES18 from the size of the absorber and
from the measured slow decay times and thermal couplings.

5.5.2 Measured amplitudes

To convert an amplitude of a measured current pulse to a real temperature rise we need to know

what the value of dITES/dTTES at the operating point is. We can get this by measuring an ITES-Ibias

curve around the chosen operating point. As was shown in section 5.3.3 we can calculate the

current and power in the TES for every point on the ITES-Ibias curve. From the measured Joule

powers and the known thermal coupling between the device and the cold bath we can calculate

the temperature difference for two points around the operating point using ∆TTES = ∆PTES/G.

From this and the difference in TES currents we get the factor to convert a current change into a

temperature change. Unfortunately we didn’t measure any ITES-Ibias curves for InSbTES9 so we

can only compare the pulse height measurements of InSbTES10 and InSbTES18.

Amplitude of the fast component

Using the temperature conversion obtained from the ITES-Ibias curves we can estimate ∆Tathermal,

the temperature rise of the athermal component. For the absorption of a single 60 keV photon

this temperature rise is 85 ± 3 µK for InSbTES10, and 300 ± 10 µK for InSbTES18. When we

insert this temperature rise, the measured rise and fast decay times and the inferred thermal

coupling between the TES and the InSb in equation (5.9) we can get an estimate for ε, the

fraction of athermal phonons thermalized in the TES. The estimated values for ε in InSbTES10

and InSbTES18 are summarized in table 5.5.

ε
InSbTES10 0.54 ± 0.14

InSbTES18 0.40 ± 0.20
Table 5.5  Fraction of athermal phonons thermalized in
the TES in both InSbTES10 and InSbTES18.
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This means that in InSbTES10 54% of the athermal phonons that are generated in an absorption

event are thermalized in the TES. In InSbTES18 only 40% of the athermal phonons are

thermalized in the TES. Comparing the two numbers for InSbTES10 and InSbTES18 we can see

that in the second device a smaller fraction of the athermal phonons is thermalized in the TES.

Intuitively this does not agree with what is expected from the larger area coverage of the TES on

the absorber and the faster total thermalization time in this device. To understand this we have to

look at the time for phonons to be lost from the crystal into the TES film and at the edges

separately. Next to equation (5.4), which relates τlife to τfilm and τcrystal, the measured value of ε
gives a relation between τfilm and τcrystal

ε
τ

τ τ
=

+
crystal

crystal film

(5.18)

Combining equations (5.18) and the measured values of ε we can calculate τfilm and τcrystal. For

InSbTES10 we find τfilm = 330 ± 100 µs and τcrystal = 390 ± 100 µs. For InSbTES18 we find

τfilm = 150 ± 100 µs and τcrystal = 100 ± 50 µs. Now it’s clear that the time it takes for a phonon to

be lost from the InSb into the TES film in InSbTES18 is indeed faster than in InSbTES10, as is

expected from the larger area coverage of the TES. The smaller τcrystal in InSbTES18 compared to

InSbTES10 explains the smaller fraction of phonons thermalized in the TES. The faster

thermalization in the crystal acts as a loss-mechanism that competes with the TES. Here it has to

be noted again that InSbTES10 and InSbTES18 were fabricated on InSb crystals that were cut

from different wafers, that came from different suppliers. In addition the InSb crystal of

InSbTES18 was etched and ion-gunned prior to the deposition of the thin films. These two

factors may explain the big difference in the thermalization time in the different absorbers.

Note on amplitude of the fast component of InSbTES9

As was mentioned before we were not able to measure ITES-Ibias curves of adequate quality for

InSbTES9 to get a current to temperature conversion. This was because the transition of the

device had changed dramatically when we cooled it down a second time. Because of this we were

not able to get a good estimate for the temperature rise of the athermal component of the pulses

of InSbTES9. However, the InSb crystals of InSbTES9 and InSbTES10 were cut from the exact

same wafer. If we assume that the thermalization time in the crystal in these two devices is the

same we can use the measured τn = 125 ± 5 µs and the calculated τcrystal = 390 ± 100 µs of

InSbTES10 to get the τfilm = 190 ± 100 µs for InSbTES9. This in turn would give ε = 0.70 ± 0.30 

for InSbTES9.
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Amplitude of the slow component

In the model the amplitude of the slow component corresponds to the temperature rise of the

absorber in response to an absorption event. In table 5.6 the measured temperature rises of the

thermal component of InSbTES10 and InSbTES18 are summarized together with the expected

temperature rises as calculated from the estimated heat capacities. For InSbTES10 the

measurement was done at a temperature of 120 mK.

∆Tthermal (µK) - from pulse height ∆Tthermal (µK) - calculated from Ca

InSbTES10 50.3 ± 4.2 µK 50.1 ± 0.5 µK

InSbTES18 104.6 ± 2.7 µK 105.8 ± 1.2 µK
Table 5.6  Measured and calculated temperature rises for the slow component of InSbTES10 and
InSbTES18. The calculated temperature rises assume the heat capacities estimated from the size of the
InSb crystals.

Again the measured values correspond very well with the calculated values. In table 5.7 I have

summarized all the measured and calculated parameters for the three different devices at

120 mK. In general the device is well described by the model and the calculated parameters agree

with those inferred from the data.

Obtained from InSbTES9 InSbTES10 InSbTES18

Ce Size of TES 10.5 ± 0.7 pJ/K 10.5 ± 0.7 pJ/K 10.5 ± 0.7 pJ/K

Ca Size of InSb 190 ± 2 pJ/K 190 ± 2 pJ/K 90 ± 1 pJ/K

Gab = GInSb-Bath ITES-Ibias curves 14.5 nW/K 14.5 nW/K 10.1 ± 0.2 nW/K

Gea = GTES-InSb τin and Ce not measured 390 ± 60 nW/K 390 ± 60 nW/K

Geb = GTES-Bath Calculated 1.3 ± 0.1 nW/K 1.3 ± 0.1 nW/K 1.3 ± 0.1 nW/K

τlife Fast decay time 125 ± 5 µs 180 ± 10 µs 60 ± 10 µs

τfilm ∆Tathermal 190 ± 100 µs 330 ± 100 µs 150 ± 100 µs

τcrystal ∆Tathermal 390 ± 100 µs 390 ± 100 µs 100 ± 50 µs

ε τfilm & τcrystal 0.70 ± 0.30 0.54 ± 0.14 0.40 ± 0.20
Table 5.7  Summary of all the measured and calculated parameters for the three different devices that
were studied. All parameters are for measurements done at 120 mK.
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Chapter 6 - Experiments with enhanced thermal conductivity
and source collimation

6.1 Introduction
From the three devices studied in the previous chapter we chose InSbTES18 for a series of more

detailed experiments. We chose this particular device because it had the shortest athermal

phonon lifetime and a stable transition that didn’t change after the second cooldown, which made

it attractive compared to InSbTES10. In the first of the additional experiments with InSbTES18

we changed the thermal coupling between the device and the cold bath. In the previous

experiments the device was always electrically connected with four aluminum bonding wires. In

this geometry the total thermal coupling to the device was 10.1 ± 0.1 nW/K, from which

8.8 nW/K was provided by the mechanical mounting of the crystal and 1.3 nW/K by the

aluminum bonding wires to the TES. The thermal coupling to the device was changed by using

two 3 mm long, 25 µm diameter gold bonding wires in addition to the four aluminum wires. In

this chapter I describe the experiments we performed with the enhanced thermal conductivity and

discuss the results. I also describe the experiments in which we added a lead collimator to limit

the absorption location of the γ-ray photons to a known location on the detector. In this geometry

we could study the effects of position dependence on the performance of the detector. Finally I

discuss the measurements we performed to understand the different contributions to the noise we

observed in our experiments.

6.2 Influence of thermal coupling on device performance
6.2.1 TES current versus bias current characteristics

After increasing the thermal coupling to InSbTES18 with gold bonding wires we measured the

resistance and critical current of the TES as a function of bath temperature. No big changes were

observed in the measured R-T and IC-T curves. As expected the current-voltage characteristics,

however, did change. In figure 6.1 some typical ITES-Ibias curves, measured for bath temperatures

ranging from 114 to 120 mK, are shown. When these ITES-Ibias curves are compared to the ones in

figures 5.9 and 5.10 it is clear that at the same bath temperatures much more Joule power is

dissipated in the devices with the gold bonding wires. This is because the total thermal coupling

between the device and the cold bath has increased and thus more Joule power is needed to raise

the temperature of the device from the temperature of the cold bath into the transition.

To determine the total thermal conductance between the device and the cold bath we

again plotted the Joule power at constant TES resistance as a function of bath temperature. This

plot is shown in figure 6.2 for a TES resistance of 0.2 Ω. From the slope of this plot we

determine the total thermal coupling. We find G = 23.6 ± 0.2 nW/K, as compared to
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the 10.1 ± 0.2 nW/K for when we only had the four aluminum bonding wires. If we assume the

thermal coupling through the mounting and the aluminum bonding wires didn’t change when we

added the gold bonding wires we can deduce that the two gold bonding wires added an

additional 13.5 nW/K to the total thermal conductance between the device and the cold bath.

6.2.2 Discussion of measured thermal coupling

To compare the measured thermal conductance through the gold wires with what is expected we

performed 4-wire resistance measurements of our gold wires. For three parallel wires, 21 mm

long we measured a resistance of 324 mΩ at room temperature and 12.0 ± 0.2 mΩ at 2 K. This

gives a residual resistance ratio of 27. The thermal conductance along one of the Au wires is

estimated by inserting the resistance of one, 3 mm long wire into the Wiedemann-Franz law:

GAu = £T/RAu, where £ = 23.6 nWΩ/K2 [60] is the Lorenz number, T is the temperature and RAu is

the resistance of the gold wires. Using this we find GAu = 500 nW/K for one, 3 mm long wire

at 120 mK. For the two wires in our experiment we would thus expect an additional thermal

conductance of 1.0 µW/K.

The large difference between the measured and naively calculated thermal conductance of

the gold wires occurs because the finite conductance along the TES film has been neglected. The

thermal conductance along the film is calculated by inserting the normal-state resistance of the

Figure 6.1  Measured TES current versus bias current characteristics of InSbTES18 for bath
temperatures ranging from 114 to 120 mK. The device is connected with four aluminum and two
gold bonding wires. The bias current is applied to the TES in parallel with a 20 mΩ bias resistor.
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TES into the Wiedemann-Franz law. Doing this we arrive at Gfilm = 4.4 nW/K. The conductance

along the film is much smaller than the conductance along the gold wires, and the total thermal

conductance is thus limited by the conduction along the film. Predicting the total thermal

conductance exactly is rather complicated because we not only have to take into account the fact

that the conductance along the film is much smaller than that of the gold wires. We also have to

include the fact that Gfilm is shunted by the thermal conductance of the InSb crystal through Gea,

the thermal coupling between the TES and the InSb crystal. Since the TES is coupled to the cold

bath only at the ends the power input Pe(t) into the TES leads to a non-uniform temperature

profile Te(x,t), which depends on Gfilm and Gea. This calculation falls outside the scope of this

thesis and from here on we will use the measured value for the thermal coupling for the

remainder of the analysis.

6.2.3 Pulse shape analysis

The pulses measured with InSbTES18 in this experiment again had the familiar shape with the

thermal and athermal components. In table 6.1 the typical pulse time constants are summarized

for InSbTES18, as measured in the experiments with both only aluminum and aluminum and

gold bonding wires.

Figure 6.2  Joule power at 0.2 Ω as a function of bath temperature for InSbTES18
when the device is connected with four aluminum and two gold bonding wires. From
the slope of this curve we can get the thermal coupling between the device and the
cold bath of 23.6 ± 0.2 nW/K.
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τrise = τin τfast = τlife τslow = τt

Only Al wires 27 ± 3 µs 60 ± 10 µs 9 ± 2 ms

Al + 2 Au wires 27 ± 2 µs 46 ± 1 µs 4.7 ± 0.3 ms
Table 6.1  Measured pulse parameters for InSbTES18 with the device connected with only
aluminum or aluminum and gold wire bonds.

The rise time of the pulses is unchanged at 27 ± 2 µs. This means that within the measurement

uncertainty the electronic heat capacity of the TES and the thermal coupling between the TES

and the InSb didn’t change. The decay times of the two components, however, both changed. The

fact that the decay time of the slow component changed is expected. This time constant is

determined by the thermal relaxation time of the absorber and should thus be affected by the

thermal coupling that has changed. In section 5.5.1 it was shown that the heat capacity of

InSbTES18 is 90 ± 1 pJ/K. In this experiment we assume that the effective heat capacity of the

detector is increased by half the heat capacity of the two gold bonding wires. This gives a total

heat capacity of 102 ± 10 pJ/K. The large uncertainty in the effective heat capacity is caused by

the uncertainty in the exact length of the gold wire used to connect the detector. Using this

effective heat capacity we predict a thermal relaxation time τ = Ceff / Gmeasured of 4.3 ± 0.5 ms,

which is in good agreement with the measured value reported in table 6.1.

In order to compare the measured amplitudes to what is expected we again need to

convert the measured pulse heights to real temperature rises. We get this calibration, as was

described in section 5.5.2, from an ITES-Ibias curve measured around the operating point where the

pulses were measured. The measured and calculated temperature rises for both the athermal and

thermal components are summarized in table 6.2.

Measured Calculated

∆Tathermal 700 ± 60 µK ε ⋅ 1.28 mK

∆Tthermal 86 ± 4 µK 93 ± 10 µK
Table 6.2  Measured and calculated temperature rises for both the athermal and
thermal components of measured pulses of InSbTES18 when the detector is
connected with both Al and Au wire bonds.

The temperature rise of the thermal component is calculated assuming the above mentioned heat

capacity of 102 ± 10 pJ/K. The calculated value agrees with the measured value within the

measurement errors. The temperature rise for the athermal component is calculated from

equation (5.9), assuming the thermal coupling between the TES and the InSb is unchanged

at 390 ± 60 nW/K. When we compare this calculated value to the measured temperature rise we
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find ε = 0.55 ± 0.20. This means that 55% of the athermal phonons are now thermalized in the

TES, as compared to only 40% when the device was wirebonded with only aluminum wires. If

we now use equations (5.4) and (5.18) and the measured athermal phonon life time of 46 ± 1 µs

we find τfilm = 80 ± 30 µs and τcrystal =  100 ± 50 µs, as compared to the τfilm = 150 ± 100 µs and

τcrystal = 100 ± 50 µs we measured before, when the detector was only wirebonded with

aluminum wires. From this we can conclude that the thermalization time in the crystal is

unaffected by the addition of the gold wires, whereas the thermalization time in the TES is

reduced by approximately a factor 2. The time constant for athermal phonons to be thermalized

in the TES film depends on the volume of the TES, the area and solid angle coverage of the TES

on the crystal as well as the effective absorption probability η [66]. This absorption probability is

most likely less than one. The phonon will have to enter the TES film multiple times before it is

actually thermalized. As a matter of fact, since the thermalization time in the TES film is reduced

by a factor two the absorption probability η must have increased by a factor two. This means

that η could not have been more than 0.5 when the device was wire bonded with the aluminum

wires only. The increase in η can be explained by the fact that we had quite some problems with

attaching the gold bonding wires to  the TES film. Before we succeeded in attaching the two gold

wires we had attempted many times, which probably caused some damage to the TES film or the

insulating SiO2 film between the TES and the InSb. In addition to this some small gold pieces

might have been sticking to the TES film from the failed bonding attempts. This film damage

and the extra pieces of gold could easily explain an increase in both the transmission probability

and the absorption probability as we observed.

6.2.4 Measured γ-ray spectra

In figure 6.3 a typical spectrum of a 241Am source is shown as measured with InSbTES18 with

the gold bonding wires. The bath temperature was regulated to 80 mK for this measurement and

the TES was held in its transition at 120 mK by the Joule power supplied by the detector bias.

This spectrum is very different when it is compared to the ones from figure 5.13. When the

device was wirebonded with just the aluminum wires the resolution was constant throughout the

entire spectrum at about 3 keV. This was set by the electronic or baseline noise that was

measured to be 2.7 - 2.8 keV. When the gold wirebonds are added to the device the resolution is

no longer constant throughout the spectrum. The resolution at 60 keV is still around 3 keV, but

the resolution for the lower energy Np L-lines is better. The resolution at 14 keV is 1.4 keV,

whereas at 17 keV it is 1.9 keV. In order to understand what limited the observed energy

resolution we again measured the electronic or baseline noise. We did this by measuring noise

triggers at the operating points where the spectra were measured after which we mathematically

added simulated noise-free pulses, with the same parameters as the measured pulses. Next we
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determined the resolution for these ideal pulses. We found an electronic noise of 800 eV, a

factor 3.4 lower than in the initial experiments.

There is another difference between the measured spectra. In the first experiments the

shape of the main 60 keV line was fitted well with a Gaussian distribution. In the experiments

with the gold wires this is definitely not the case and the main line has a clear low-energy tail.

This, and the increasing resolution with energy, suggest that the resolution is degraded by

position dependence. To study the effects of position dependence we added a collimator to the

detector, which allowed us to limit the area of the device irradiated by the source. It also allowed

us to move the absorption location across the detector to study the device response to absorption

events at different locations.

6.3 Influence of source collimation on detector performance
6.3.1 Description of experiment

To study the effects of position dependence on the detector performance we added two lead

collimators. The layout of the experiment is shown schematically in figure 6.4. The source is

mounted outside the cryostat on a sliding mechanism with a micrometer to measure the exact

source location. The source is collimated to a 3.2 mm spot with a 1.5 mm thick lead collimator.

Figure 6.3  Spectrum of a 241Am source measured at a bath temperature of 80 mK with
InSbTES18 connected with four aluminum and two gold wire bonds. The resolution varies with
the photon energy. The resolution at the Np L-lines is 1.4 - 1.9 keV, whereas the resolution of the
main 60 keV line is 3.2 keV. The electronic noise in this measurement is 800 eV.



125

The distance between the source and a second lead collimator is 73.3 mm. This second

collimator has a hole of 550 µm in diameter and is mounted 6.1 mm behind the back surface of

the detector. This geometry allows us to move the absorption location of the γ-rays across the

detector by moving the source outside the cryostat. Using simple geometry we can calculate the

exact spot-size and absorption location on the detector.

6.3.2 Measured γ-ray spectra

In figure 6.5 a typical spectrum of a 241Am source is shown as was measured with InSbTES18

when only a 860 µm spot in the middle in the device was irradiated. This measurement was done

at a bath temperature of 80 mK. For this measurement the device was again connected with four

aluminum and two gold bonding wires. The resolution at 60 keV is improved to 1.37 keV, as

compared to the 3 keV when the entire detector was irradiated. In the spectrum the Np L-lines

and the Sb and In escape lines are all clearly separated. The resolution for the Np L-lines is

around 1.1 keV. The electronic noise, as measured from the noise triggers, was 770 eV.

In figure 6.6 a spectrum of a 57Co source is shown. The 57Co source has two main lines

at 122 keV and 136 keV. The 122 keV line has a resolution of 3.1 keV. The Sb and In escape

InS
b

Pb

1.5 mm

6.1 mm
0.55 mm

collimator

spacer

remote cold stage

wirebonds

Pb

3.2 mm

6.4 mm

241Am source
73.3 mm

Figure 6.4  Schematic layout of the experiment with the collimators. The source is mounted outside
the cryostat on a sliding mechanism and is collimated to a 3.2 mm spot with a 1.5 mm thick lead
collimator. The distance between the source and the second collimator at the detector is 73.3 mm.
This second collimator has a hole 550 µm in diameter and is mounted 6.1 mm behind the back
surface of the detector. This geometry allows us to move the absorption location of the γ-rays across
the back surface of the detector by moving the source outside the cryostat.
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lines are again visible below the main line. The lines at 72.8, 75.0 and 84.5 keV are the Kα2, Kα1

and Kβ fluorescence lines from the lead collimator.

6.3.3 Measurements of position dependence

In order to determine what causes the measured resolution we measured spectra from a 241Am

source for different absorption locations in the detector. This was done by moving the source on

the outside of the cryostat with a micrometer. When the detector is irradiated in the middle the

irradiated spot on the device is 860 µm in diameter. The illumination profile in the spot

resembles a Gaussian distribution, with the maximum number of photons hitting the detector in

the middle and less at the edges. Outside this 860 µm spot the source is completely blocked.

When the device is irradiated close to the edges, the diameter of the irradiated spot is reduced

to ~ 600 µm, because the line of sight through the collimator is reduced. Due to a slight

misalignment we were only able to sweep the irradiation spot over one of the edges of the

detector.

When we changed the absorption location we noticed changes in the maximum pulse

height for the 60 keV absorption events. In figure 6.7 the centroids of the 60 keV peaks are

plotted as a function of the absorption location in the device. All measurements were done at a

Figure 6.5  Spectrum of a 241Am source measured with InSbTES18 at a bath temperature of
80 mK, when only a spot 860 µm in diameter in the middle of the device is irradiated. The
resolution at 60 keV is improved to 1.37 keV. The Np L-lines and the Sb and In escape lines
are clearly separated. The resolution for the Np L-lines is around 1.1 keV.



127

bath temperature of 80 mK. The maximum pulse height changes approximately by 2% when the

absorption location is moved from one side of the device to the other. The two lines in figure 6.7

are for two independent measurements.

It has to be noted that all measurements in a scan always had to be completed in a single

demagnetization-cycle of the ADR. If we stopped a scan halfway and tried to go back to the exact

same operating point after the magnetization-demagnetization cycle the maximum pulse height

would always have changed. This is because the maximum pulse height is a very strong function

of the exact operating conditions. It was even noticed that the maximum pulse height would drift

over 1 to 2 % during the first 10 minutes after the ADR was demagged. The energy resolution

would be slightly worse due to the changing pulse height during these first 10 minutes. For

absorption events in the middle of the detector the resolution would be around 1.5 keV if a

measurement was started immediately after the demagnetization-cycle was carried out. It is

believed that the changing pulse heights are caused by a slow cooling of some parts on the ADR

assembly which cause a slowly changing thermal loading of the device. Even though the

temperature of the remote cold stage is already regulated above the bath temperature the

temperature of the detector still changes slightly. This changes the exact operating point of the

detector slightly, which causes a change in the pulse height. To avoid this phenomenon we

Figure 6.6  Spectrum of a 57Co source measured with InSbTES18 at a bath temperature of 80 mK,
when only a spot 860 µm in diameter in the middle of the device is irradiated. The main lines at 122
and 136 keV are clearly separated. The resolution at 122 keV is 3.1 keV. The Sb and In escape
lines are again visible. The lines at 72.8, 75.0 and 84.5 keV are the Kα2, Kα1 and Kβ fluorescence
lines from the lead collimator.
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always would wait 10 to 15 minutes after a demagnetization-cycle was completed before we

would measure any spectra.

In the above measurements, that are shown in figure 6.7, we confirmed the reproducibility

of the measured maximum pulse heights by measuring another spectrum at the first point of a

scan, after a scan across the device was completed. The maximum pulse height measured at the

same points would always agree to within 0.2 %. The gray bar on the bottom of figure 6.7 shows

the absorption spot that was illuminated for the spectra shown in figures 6.5 & 6.6. The line in

the right side gives the typical line width for a resolution of 1.4 keV. Within the 860 µm spot the

pulse height thus changes by approximately 1%. If there were no additional sources of noise, this

would give an expected resolution of the order of 600 eV at a photon energy of 60 keV. Since the

illumination profile resembles a Gaussian we can add the 600 eV resolution and the electronic or

baseline noise of 770 eV in quadrature. This gives an expected resolution due to the horizontal

position dependence at 60 keV of 980 eV. It is clear that the variation in the measured maximum

pulse height, inside the spot of 860 µm in the middle of the detector, is not large enough to

account for the measured 1.37 keV resolution. Because of this there has to be another mechanism

that worsens the energy resolution to the observed 1.37 keV.

Figure 6.7  Centroids of 60 keV peaks as a function of the absorption location in InSbTES18 at
a bath temperature of 80 mK for two different scans. The maximum pulse height changes by
~ 2 % between absorption events on the two different sides of the device. The gray bar on the
bottom shows the absorption spot that was illuminated for the spectra shown in figures 6.5
& 6.6. The line on the right shows the typical variation in pulse height for a resolution of 1.4 keV.
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There are two possible explanations for the energy resolution to be worse than the

measured electronic or baseline noise. First of all there could be position dependence in the

vertical direction, that is not removed in this lateral collimator experiment. That is, events that

are absorbed at different depths in the InSb give different pulse heights. This is basically a

similar effect as the horizontal position dependence demonstrated in figure 6.7. Another

mechanism that could worsen the observed energy resolution could be the trapping of electrons

that are initially generated by the absorption events in traps in the InSb crystal. The Stanford

group demonstrated the detrimental effects of charge trapping on the charge collection in their Si

absorber crystals [101]. They observed that for low electric fields applied to their Si crystals the

charge collection could be reduced by up to 40%. The amount of charge trapped is different for

every absorption event and thus adds a large uncertainty to the total measured charge. It is

possible that there are similar traps in our InSb absorber crystals, which could randomly reduce

the charge produced in an absorption event and thus cause random fluctuations in the phonon

power measured. The Stanford group also reported that the effects of charge trapping were less

severe for Si crystals with higher resistivity (higher purity). This is because there are less

impurities and thus less empty donor or acceptor levels in the purer crystals. In addition they

found that they could eliminate the problem of the charge trapping by filling the traps by

illuminating the Si crystals with a lower-power LED for a brief time before they would do their

experiments. The InSb wafers we obtained from Firebird Semiconductors Ltd. and Johnson

Matthey were both undoped with a resistivity of 45 - 60 mΩ⋅cm at 77 K. It would thus be very

interesting to make detectors with InSb absorber crystals with different purity and see what the

effects on the observed energy resolution would be. In addition it would interesting to perform

some experiments where we illuminate the crystals with an LED before we do our experiments to

investigate if effects of charge trapping are an issue in our detectors or not.

Another interesting phenomenon is observed when we investigate the spectra measured

for absorption events close to the edges of the device. In figure 6.8 three different spectra are

shown for slightly varying absorption locations close to the edge of the InSb crystal. The

spectrum shown in trace (a) is measured when the 600 µm absorption spot reaches to about

100 µm from the edge of the crystal. Just below the main 60 keV line, a small second line can

now be seen in the spectrum. When the irradiation spot is moved up to the edge or even over the

edge this second line, below the main line, increases in intensity. It is believed that this line is

caused by absorption events directly at the edge of the crystal. The pulse height for these

absorption events is 12 % lower than for events absorbed in the bulk of the InSb. This difference

in pulse height is much more dramatic than the 2% change in pulse height we saw in figure 6.7,

for events absorbed at opposite ends of the crystal. When the pulses of the main peak are

compared to the pulses in the lower peak we see that the thermal components for the two sets of
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pulses are identical and that the difference in pulse height is caused by a smaller athermal

component. In addition no clear difference is observed in the fast decay time of the pulses for the

events in the two peaks. From this we can conclude that the fraction of athermal phonons

thermalized in the TES is 12 % lower for events absorbed near the edge of the crystal. From this

we find ε = 0.48 ± 0.20, from which we can calculate τfilm = 100 ± 30 µs and τcrystal = 90 ± 50 µs.

Comparing this to the values of τfilm and τcrystal for the bulk of the crystal (section 6.2.3) we can

conclude that the thermalization time at the edge of the crystal is 10% faster than in the bulk of

the crystal. This could be caused by damage to the crystal lattice at the edge of the crystal

induced by the cutting or the etching. In addition the thermalization time in the TES is 25%

longer for events close to the edge of the InSb. This is because the phonons generated at the edge

of the crystal cannot reach the TES as easily as can the phonons that are created in the bulk of the

crystal. Both these effects add to the lower pulse height for the events at the edge of the crystal.

6.4 Noise analysis
6.4.1 Noise measurements with no bias current

After understanding the shape and size of the measured pulses the next step is to try to

understand all the sources that contribute to the noise. This will help us understand the observed

electronic or baseline resolution and give us insight into how to improve the performance of the

devices. In order to determine the contributions to the noise we measured current pulses and the

noise current spectral density at different operating points. As was already mentioned above the

pulse height would change dramatically with the exact operating conditions. The same was found

to be true for the noise spectra. We measured the noise spectra by digitizing the baseline current

in the detector with no source irradiating the detector. We then calculated the Fourier transform

Figure 6.8  Spectra of a 241Am source measured with InSbTES18 for different absorption locations near
the edge of the detector. (a) The 600 µm irradiation spot comes to 100 µm from the edge of the InSb.
(b) The irradiation spot just reaches up to the edge of the InSb. (c) The irradiation spot reaches just
over the edge of the InSb by 100 µm.
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of these measurements to get the noise current spectral densities. Two typical measured noise

spectra for InSbTES18 are shown in figure 6.9. The bottom trace was measured when the device

was at 1.6 K and thus totally normal conducting. The top trace was measured when the device

was at 120 mK and thus totally superconducting. In both cases there was no bias current applied

to the device. Both traces were measured with a Quantum Design SQUID. The measured noise

current spectral density when the device is normal conducting is essentially white at a level of

12 ± 1 pA/√Hz, with a roll-off determined by the bandwidth of the SQUID electronics of 50 kHz.

The increase in noise at frequencies just below the cutoff is due to an increase in the SQUID

transfer function for these frequencies. The measured noise current spectral density when the

device is superconducting is also white at a level of 43 ± 2 pA/√Hz, with two roll-off

frequencies. The first roll-off at 4 kHz is set by the L/R time constant of the read-out circuit

(LSQUID = 2 µH, Rbias + RTES = 50 mΩ) and the second one is again determined by the bandwidth

of the SQUID electronics. Both measured noise current spectral densities have a large increase

for frequencies below 200 Hz. This is because of the small number of bins in this frequency

range and some of the 60 Hz peak leaking over into these bins.

The white noise level of the measured noise current spectral density for the two operating

conditions corresponds exactly with what is expected from the known sources of noise in the

read-out circuit. The expected current noise in the input coil of the SQUID is the sum in

quadrature of the Johnson current noise in both the TES and the bias resistor plus the intrinsic

Figure 6.9  Measured noise spectra of InSbTES18 when the device is completely normal
(Tbath = 1.6 K) or superconducting (Tbath = 120 mK). In both cases no bias current was applied
to the detector. Both spectra were measured with a Quantum Design SQUID.
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SQUID noise. The SQUID noise for the Quantum Design SQUID used was 0.5 pA/√Hz. The

Johnson current noise in the TES is given byI k TR / R RJ,TES B TES TES bias= +4 ( )  at either 120 mK

or 1.6 K. The Johnson current noise in the bias resistor is given by

I k TR / R RJ,bias B bias TES bias= +4 ( )  at 1.6 K. In table 6.3 I summarized the values of the measured

and calculated noise current spectral densities for both the totally normal and superconducting

states.

T = 120 mK (RTES = 0 Ω) T = 1.6 K (RTES = 0.55 Ω)

Measured noise 43 ± 2 pA/√Hz 12 ± 1 pA/√Hz

Johnson noise in TES 0 pA/√Hz 11.6 pA/√Hz

Johnson noise in bias resistor 42.0 pA/√Hz 3.5 pA/√Hz

SQUID current noise 0.5 pA/√Hz 0.5 pA/√Hz

Calculated noise 42.0 pA/√Hz 12.1 pA/√Hz
Table 6.3  Measured and calculated noise current spectral densities for InSbTES18 when it is either
completely superconducting or normal.

Figure 6.10  Noise spectrum measured for InSbTES18 at a typical operating point at a
bath temperature of 80 mK. The noise is white with a 1/f knee due to the SQUID
noise. The roll-off at 60 kHz is due to the L/R time constant of the SQUID inductance
and the resistances in the bias circuit. The second roll-off at 300 kHz is due to an
analog anti-aliasing filter we used in this measurement.
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6.4.2 Effect of operating conditions on pulse height and noise

The next step in understanding the contributions to the measured electronic noise is to measure

γ-ray induced current pulses and noise spectra at different operating points. In figure 6.10 a noise

spectrum is shown for InSbTES18 when it is biased at a typical operating point at a bath

temperature of 80 mK. This noise spectrum was measured with the Hypres SQUID. The

measured noise is essentially white with two roll-off frequencies. The first roll-off at 60 kHz is

again determined by the L/R time constant of the read-out circuit (LSQUID = 0.25 µH,

RTES + Rbias = 0.1 Ω). For higher applied bias voltages the L/R roll-off shifts to higher

frequencies. This makes sense because the device resistance increases for higher biases, which

causes a shorter L/R time constant. The second roll-off in the noise spectrum at 300 kHz is

caused by the analog, low-pass, anti-aliasing filter that was used in the measurement.

To investigate the contributions to the measured noise we measured pulses and noise

spectra at different operating points. In figure 6.11 the measured noise at a frequency of 5 kHz is

plotted as a function of the bias current through the device. In addition to the measured noise also

the calculated Johnson noise in the TES and bias resistor, the SQUID noise and the calculated

phonon noise are shown. The Johnson current noise is calculated from the known resistances of

the TES at the operating point and the bias resistor. The Johnson current noise increases with

increasing bias current because the TES resistance decreases. The SQUID noise is constant

Figure 6.11  Measured noise at 5 kHz as a function of the bias current in InSbTES18.
The circles show the measured noise, the diamonds show the calculated Johnson
noise in the TES and bias resistor, the squares show the SQUID noise of 10 pA/√Hz
and the crosses show the calculated phonon noise, for the different operating points.
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at 10 pA/√Hz, and is taken from figure 3.17. Phonon noise is the noise due to random

temperature fluctuations in the detector. The phonon noise power is given by

P k T Gphonon = 4 2
B , (6.1)

where T is the temperature of the detector and G is the thermal coupling between the detector and

the environment. To calculate the expected phonon noise we have to carefully consider the

thermal model of our detector. The thermal coupling we have to use to calculate the phonon

noise depends on what frequency we are looking at. At low frequencies (τslow = 4.7 ms →
ν < 34 Hz) the TES and the InSb are very well coupled and act as one indistinguishable system.

They will both be at the exact same temperature. For these frequencies the thermal coupling

through the sapphire balls will dominate the phonon noise. At high frequencies the TES and InSb

are less well coupled and there will be a small temperature difference between them. The phonon

noise is then dominated by the thermal coupling between the TES and the InSb. Using the

measured coupling between the TES and the InSb at 120 mK of 390 ± 60 nW/K we arrive at a

phonon noise power of 5.6 ± 0.4 ⋅ 10-16 W/√Hz. Since the detector does not distinguish between

temperature fluctuations due to the phonon noise or due to the absorption of photons, the TES

Figure 6.12  Extra noise (solid line) and pulse height (dashed line) as a function of the bias
current. The extra noise is calculated by subtracting the Johnson noise, SQUID noise and
phonon noise from the measured noise in quadrature. The extra noise and pulse height
follow the exact same trend.
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will respond to both in the same way. Because of this the phonon noise will follow the same

trend as the pulse height and will thus also vary strongly with the exact operating point. Because

of this the phonon noise varies for different bias points.

If we now subtract the Johnson noise, the SQUID noise and the phonon noise from the

measured noise in quadrature we get the extra noise in the circuit that has been neglected up to

here. In figure 6.12 this extra noise is shown (sold line) together with the pulse heights of the

measured pulses (dashed line) as a function of the bias current. The magnitude of the extra noise

is about 50% of the total measured noise. Or with other words, the contribution of the extra noise

to the total measured noise is approximately as big as the Johnson noise, SQUID noise and

phonon noise combined. From figure 6.12 it is clear that the extra noise and pulse height follow

the exact same trend. This becomes even more clear from figure 6.13, where the extra noise is

shown as a function of the measured pulse height. The extra noise scales more or less linearly

with the measured pulse height. This suggests that the extra noise is caused by some kind of

thermal effect, that is amplified in the same way as the signals due to the absorption events are.

Let’s now consider the possible noise sources in the detector that have not been considered yet.

Figure 6.13  Extra noise as a function of pulse height in InSbTES18. The extra noise is
calculated by subtracting the Johnson noise, SQUID noise and phonon noise from the
measured noise in quadrature. The extra noise clearly scales with the measured pulse
height. The straight line at the bottom is an estimate for the infrared shot noise.
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Infrared shot noise

The straight line at the bottom of figure 6.13 is an estimate for the infrared shot noise in the

detector. The detector would respond in a similar fashion to a change in the infrared loading due

to a change in the background temperature as it would to a temperature rise due to an absorption

event (or due to phonon noise). That is, we expect the infrared shot noise to scale linearly with

the measured pulse height. The infrared power absorbed by the detector is given by [63]

P k T AIR background= 8 5σε B Ω , (6.2)

where σ is the Stephan-Boltzmann constant (5.67⋅10-8 W/m2K4), ε is the emissivity of the

detector, Tbackground is the temperature of the surroundings of the detector, A is the area of the

detector and Ω is the solid angle that is radiating on the detector. We can now calculate what the

maximum thermal loading on the detector would be. If we assume the emissivity of the InSb is 1

and the entire 4π surrounding the detector is at a temperature of 2 Kelvin, we arrive at a IR noise

power of 2.8⋅10-16 W/√Hz. This is only half the noise power we calculated for the phonon noise.

From this worst-case scenario we can thus conclude that the extra noise is most likely not

dominated by infrared shot noise.

Another argument to support this lies in the shape of the measured noise spectrum that

was shown in figure 6.10. The measured noise is white, at least up to the L/R cut-off of the

SQUID input inductance and the circuit resistance at 60 kHz. If the main contribution to the extra

noise was due to infrared shot noise (or phonon noise) we would expect the noise to have a

roll-off at the intrinsic bandwidth of the TES, which is 6 kHz. This roll-off is determined by the

maximum frequency the TES can measure and is set by the intrinsic time constant of the TES,

which is 27 µs. These two arguments make us believe that the extra noise is indeed not caused by

infrared shot noise (or phonon noise). However, in this also lies a contradiction. Because the

extra noise scales with the measured pulse height we expect the extra noise to be generated by a

mechanism that is sensitive to the same amplification as the signals of the absorption events. If

this is the case we would expect the noise to roll off at the intrinsic bandwidth of the TES of

6 kHz. This is not the case. Let’s now consider two more possible noise sources that we did not

considered yet.

Flux noise

The phonon noise and infrared shot noise I discussed up to now are both noise sources that will

enter the detector before they are amplified by the TES. Because of this these noise sources are

expected to roll off in frequency the same way as the signal does. That is, we expect these noise
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sources to have a roll-off at around 6 kHz. Since the extra noise we measured doesn’t roll off

until at least 60 kHz (the L/R roll-off of the bias circuit) we have to think about noise sources

that enter the system after the TES has amplified the thermal signals. One possible noise source

would be flux noise. This noise source arises from the independent motion of vortices in a

superconducting film. The motion of these vortices across a sample causes a change in the phase

difference ϕ at the ends of the sample. According to the Josephson relation ∂ϕ/∂t = 2eV/! this

produces a voltage V across the sample. Knoedler [102,103] predicts that the noise spectral

density is given by

S v VDC( ) = 2 0φ
π
∆ϕ

2
, (6.3)

where φ0 is the flux quantum, ∆ϕ is the magnitude of the random phase slips and VDC is the

voltage across the sample. This noise is white up to a frequency of ν = 1/τp, where τp is the

characteristic time duration of ∆ϕ. Calculating the magnitude of the expected flux noise is

difficult because we don’t know what the magnitude of the random phase slips is. It is possible

that ∆ϕ is dependent on the bias conditions. Knoedler however predicts that the flux noise should

increase with increasing bias current. The extra noise we observe clearly doesn’t behave in this

manner. From figures 6.12 and 6.13 it is obvious it scales with the pulse height. From the above

we have to conclude that the observed extra noise is probably also not due to flux noise.

RF pick-up

Another source of noise that could appear at frequencies above the bandwidth of the TES would

be RF pick-up somewhere in the read-out circuit. It would however be difficult to explain how

noise due to pick-up could scale with the measured pulse height. Furthermore, pick-up generally

occurs at well defined frequencies and is not white.

6.5 Future detectors with dielectric absorbers and TES read-out
From the discussion in chapters 5 and 6 we can conclude that we are very close to understanding

what limits the observed energy resolution in the detectors with dielectric absorber crystals. We

have a good understanding of what determines the measured pulse shapes and pulse heights. The

resolution at 60 keV when the entire detector is illuminated is approximately 3 keV. When the

absorption location is limited by a collimator to a spot in the middle of the device, the resolution

is improved to 1.37 keV, which is still about twice the measured electronic or baseline noise of

770 eV. We believe this is caused by either charge trapping or vertical position dependence in the
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InSb absorber crystal. It is possible that some of the electrons that are generated by an absorption

event in the InSb are trapped in stable states in the InSb crystal. The amount of charge trapped is

different for every absorption event and thus adds an uncertainty to the total measured charge. In

future experiments we should illuminate the detectors with a lower-power LED for a brief time

before we do our experiments to see if we can eliminate the effects of charge trapping, by filling

the traps in the InSb absorber crystals. In addition to this we should also investigate the

hypothesis of vertical position dependence. Vertical position dependence occurs when events that

occur at different depths in the InSb give different pulse heights. If vertical position dependence

is indeed an issue in our detectors, it could influence the measured pulse height in two ways.

First, it can be that the difference in pulse height occurs because the athermal phonons that are

generated by the events that occur at different depths in the InSb, have to travel different

distances to reach the TES. This would be a similar effect as the horizontal position dependence

that was demonstrated in figure 6.7. Secondly, it is also possible that the vertical position

dependence is caused by a difference in pulse height for events that either occur in the bulk of the

absorber crystal or directly at the surface of the crystal. This would be a similar effect as what

was demonstrated in figure 6.8. The 90% absorption depth for 60 keV photons in InSb is

604 µm. Because of this the absorption events of 60 keV photons in the 1 mm thick InSb

absorber crystal of InSbTES18 occur throughout the entire thickness of the absorber crystal. If we

would use a 3 mm thick absorber crystal 99% of the 60 keV photons would be absorbed in the

bottom 1.2 mm of the absorber. If the pulse height in InSbTES18 was indeed influenced by the

depth at which an absorption event occurred, because the athermal phonons had to travel a

different distance to the TES, this effect should be eliminated in a detector with a 3 mm thick

absorber crystal. In this detector all absorption events would occur at similar distances from the

TES. However, if the pulse height in InSbTES18 was influenced because an event either

occurred in the bulk of the absorber crystal or directly at the edge of the crystal, making the

absorber thicker will not help. If the surface events cause the dominant depth dependence this

effect will still be present, independent of how thick we will make the absorber. So, if filling the

traps with a low-power LED and a thicker absorber crystal don’t improve the observed energy

resolution, the broadening of the peaks in the spectra are most likely caused by the difference in

pulse heights for events at the surface and events in the bulk of the InSb absorber crystal. If this

is the case, we should experiment with different surface preparation techniques [104]. After

performing these experiments we should be able to improve the energy resolution at 60 keV

close to the level of the electronic or baseline noise of 770 eV.

If we want to improve the resolution beyond that we will also have to reduce the

horizontal position dependence. Currently the change in pulse height within the 860 µm spot

doesn’t limit the measured 1.37 keV resolution. However, the pulse height does vary with ~ 1%
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over the illuminated spot, which gives a best possible intrinsic detector resolution of 600 eV at

60 keV. It is not completely clear what causes the horizontal position dependence, but it is clear

it has to be reduced if we want to improve the resolution beyond 600 eV at 60 keV. It is possible

that the properties of the InSb absorber crystal used for InSbTES18 were not constant over the

area of the detector. If there was for example a gradient in impurities in the absorber crystal it

might be that events absorbed at different horizontal positions suffered from charge trapping in a

different degree. In addition it is possible that there was a slight difference in the film thicknesses

of either the insulating SiO2 layer or the Al-Cu layers of the TES. Or it is possible that the

etching and ion-gunning that was performed in the fabrication of InSbTES18 resulted in

inhomogeneous surface properties of the InSb. If this was the case the ε, the fraction of athermal

phonons thermalized in the TES, might have been slightly different for different horizontal

absorption locations in the detector, which would cause a difference in pulse height for different

horizontal absorption locations. We could of course reduce the effects of the horizontal position

dependence by using a collimator with a smaller aperture, but this cannot be done indefinitely. It

is also possible that the observed horizontal position dependence is a result of the specific InSb

we used for InSbTES18. We already noticed that there was a big difference in the thermalization

time in the crystals of InSbTES10 and InSbTES18. InSbTES10 was cut from a wafer from

Firebird Semiconductors Ltd., whereas InSbTES18 was cut from a wafer from Johnson Matthey.

Both wafers presumably had the same nominal purity but as we already found with the RRR

measurements of the superconducting crystals there can be a large variation in the actual purity of

the crystals. Because of all this it is very hard to determine exactly what caused the observed

horizontal position dependence. For future devices we should use InSb from either Firebird or

even different suppliers. In addition we should also experiment with different etches [104]. It is

then possible that in future devices we can significantly reduce the effects of the horizontal

position dependence.

The next step on the way to better energy resolution is a reduction of the electronic or

baseline noise. This can be achieved by either increasing the signal size or reducing the noise

level. The first and biggest factor would be to make devices that have a TES with a lower

transition temperature. The effect of a lower transition temperature would be a reduction in Gea,

the coupling between the TES and the crystal. In the present devices the coupling between the

TES and the crystal is limited by the electron-phonon coupling which scales with T4. If the

operating temperature of the device is reduced from 120 mK to 80 mK, Gea would be reduced by

a factor five. Since the pulse height of the athermal component is inversely proportional to Gea

(Afast ≈ εE/Gea) this would give a five times larger pulse height. A big improvement in signal

height can also be made by increasing the thermalization time in the InSb absorber crystals of

new devices to 380 µs, by using InSb from Firebird. If we did this and kept the same
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thermalization time in the TES film we could increase ε, the fraction of athermal phonons

thermalized in the TES, by a factor close to two. This in turn would increase the measured pulse

height by a factor two. In addition to changing the InSb we could try to reduce τfilm, the

thermalization time in the TES. This could be achieved by increasing the thickness of the TES,

which increases the probability an athermal phonon is thermalized in the TES. However, a

thicker TES will also have a lower resistance, and thus a higher Johnson current noise. The

effects of the resistance of the TES and thus its thickness should be considered carefully. Another

way to possibly reduce τfilm would be to make devices without the SiO2 layer in between the TES

and the InSb. With the Al-Cu TES’s this didn’t work too well because In or Sb atoms would

diffuse into the TES and form an alloy with the Al. This would destroy the properties of the TES.

We are currently working on making TES’s using Mo-Cu bilayers and multilayers. We believe

these TESs should not suffer from these stability problems. We should thus be able to make

devices without the need for the SiO2 layer.

In addition to increasing the signal size we should also try to reduce the noise level. In

InSbTES18 the measured noise was determined by a combination of the Johnson noise in the

TES and bias resistor, the intrinsic SQUID noise, the phonon noise and extra noise that is not yet

completely understood. It is possible that the extra noise is determined by flux noise.

Knoedler [102,103] says that flux noise should decrease with the application of a small magnetic

field. In addition Wollman [19] reports that the application of a small magnetic field

perpendicular to the TES films reduces the effects of phase-slip lines. We should do experiments

where we apply a small magnetic field perpendicular to the TES films to see if this affects the

extra noise. By reducing the operating temperature of our detectors from 120 mK to 80 mK the

phonon noise will be reduced by a factor 1.5. The Johnson noise in the TES will be reduced by a

factor 15. . In addition we should try to use quieter SQUIDs. The SQUID noise in our

measurements with the Hypres SQUIDs was 10 pA/Hz  at 5 kHz, which is fairly high. It should

be feasible to obtain similar SQUIDs that have a measured noise of 2 - 3 pA/√Hz. A possible

candidate would be the relaxation oscillation SQUID’s under development at the University of

Twente [105,106]. When we add all of the above changes up we can increase the signal to noise

ratio by close to a factor 20. A factor 5 would come from the lower operating temperature and

thus smaller Gea. A factor 2 would come from a higher ε. Finally we should be able to reduce the

noise level by a factor 2. This would give an improvement of the signal-to-noise ratio of a

factor 20. Assuming we can reduce the effects of position dependence down to this level too, we

should be able to improve the electronic noise, and thus the measured resolution, to 40 eV at

60 keV.
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Summary
X rays were first discovered by Wilhelm Conrad Röntgen in 1895. Since then a lot has been

learned about X rays and other forms of electro-magnetic radiation. X rays are emitted by a

source as a result of the relaxation of electrons to empty states at lower energy levels. Different

atoms (or the same atoms in different materials) have different discrete energy levels and will

thus emit X rays with different energies. Thus when we measure the spectral distribution of the

photons coming from a source a lot can learned about the object under study. The resolving

power of the spectrometer that is used to measure the photons coming from the source

determines how accurate the energy of the photons can be measured. In case one has to

distinguish between photons that are close together in energy, or if small shifts in energies have

to be measured, a spectrometer is needed that has high resolving power. Over the last fifteen

years several research groups have worked on the development of thin-film based,

low-temperature spectrometers. Low-temperature spectrometers can offer both high energy

resolving powers combined with high absorption efficiency and a broad energy band coverage.

Initially the work on low-temperature spectrometers was motivated from the astrophysics and

particle physics communities. Recently interest has grown in fields like biophysics and the

semiconductor industry. Many of the detectors that have been successfully developed are based

on either superconducting or normal-metal thin films coupled to superconducting tunnel

junctions (STJ’s) or transition edge sensors (TES’s).

An STJ consists of two superconducting electrodes that are separated by a thin insulating

tunnel barrier. When an energetic photon is absorbed in one of the two superconducting

electrodes it breaks up Cooper pairs and generates a large number of excited quasiparticles. The

number of quasiparticles generated is proportional to the energy of the absorbed photon. If the

tunnel barrier is thin enough (about 1 to 2 nanometers) the wave functions of electron states in

the two superconducting electrodes overlap and the quasiparticles can tunnel across the barrier.

By measuring either the total integrated charge, or the amplitude of the current pulse from the

quasiparticles that tunnel across the barrier, the energy of the absorbed photon can be determined.

Since the energy gap in a superconductor is about a factor 1,000 smaller than the band gap in a

typical semiconductor, the energy needed to create one quasiparticle in a superconductor is a

about a factor 1,000 smaller than the energy needed to create one electron-hole pair in a

semiconductor. Because of this the number of excitations that are created in a superconductor is

about a factor 1,000 larger than that in a semiconducting spectrometer. As a result the accuracy

with which we can measure the number of excitations improves.  For a typical STJ-based

spectrometer the theoretical energy resolution is about 4 eV at 6 keV, which is about a factor 30

better than can be achieved with the best available semiconducting spectrometers.
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A TES is a thin film of a superconducting material that is biased in its transition between

the superconducting and normal state. Since the transition between the superconducting and

normal state can be very sharp, the TES can be used as a very sensitive thermometer. A

TES-based spectrometer consists of a thin-film absorber that is in good thermal contact with the

TES, and is typically operated at temperatures close to 100 mK. At this temperature all of the

components of the spectrometer have a low heat capacity. To use the TES as a thermometer it is

typically biased with a constant voltage bias. When an energetic photon is absorbed in the

absorber it generates a temperature rise that is proportional to the energy of the absorbed photon

and inversely proportional to the heat capacity of the spectrometer. The temperature rise of the

absorber heats the TES, which causes a change in resistance. Since the TES is biased with a

constant voltage this change in resistance causes a change in current through the TES, which is

measured with a SQUID. The amplitude of the current pulse is a measure for the energy of the

absorbed photon.

Over the last few years several groups have demonstrated that the field of

low-temperature spectrometers is maturing and that both STJ as well as TES-based spectrometers

can be made that have a high resolving power for photon energies between a few eV and a

few keV. The main motivation for the work in this thesis was the development of a broad band

spectrometer that has both a high resolving power as well as a high absorption efficiency at

photon energies above 10 keV and up to 500 keV. The problem with the thin-film based

spectrometers that were successfully developed for the low-energy X rays, is the lack of stopping

power for photon energies above 10 keV. In order to achieve sufficient stopping power we have

to switch to using bulk single crystal absorbers that are coupled to thin-film sensors. We

investigated a number of different approaches to develop such a detector.

One possible approach we pursued is to couple an Al/Al2O3/Al STJ to a superconducting

Ta crystal. The Ta crystal functions as the absorber for the incoming radiation and the STJ acts as

a sensor that measures the quasiparticles generated in the crystal. The initial focus of our work in

this area was to fabricate high-quality tunnel junctions on top of a superconducting crystal. We

extensively researched different surface preparation techniques to reduce the surface roughness

of the superconducting crystals as much as possible. We succeeded in obtaining mirror smooth

Ta crystals that were polished both mechanically and chemically and that had a surface roughness

of 10 Å over an area of 10 × 10 µm2, and 4 Å over an area of 1 × 1 µm2. On these Ta crystals we

successfully fabricated tunnel junctions with quality factors which are comparable to what we

achieved with similar junctions deposited on Si substrates. Since the volume ratio between the Al

trapping layers and the Ta absorber crystal was very large, these devices were not suitable as

high-resolution X-ray or γ-ray spectrometers. The large volume ratio resulted in a quasiparticle

trapping time that was several orders of magnitude longer than the expected quasiparticle life
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time. The next step towards a high-resolution spectrometer with a bulk superconducting absorber

was the design of a detector that has a 3 × 3 array of Al/Al2O3/Al STJ’s on top of a thin

superconducting Ta crystal. In this detector the quasiparticle trapping time is reduced so it is

shorter than the time it takes for the quasiparticles to diffuse away from underneath the array of

junctions. By adding the signals from the nine junctions in the array the total charge can be

measured and the energy of the absorbed photon can be determined. By measuring the arrival

times of the signals in the different junctions the absorption location can be determined. I

developed a complete theoretical model that includes the quasiparticle diffusion in the

superconducting absorber crystal, the quasiparticle trapping from the absorber crystal into the

base electrodes of the tunnel junctions, the quasiparticle tunneling and back-tunneling in the

junctions as well as quasiparticle loss-mechanisms in both the crystal and tunnel junctions. The

first prototypes of these array devices are currently being fabricated.

In addition to using STJ’s on superconducting crystals we also pursued the development

of detectors with superconducting crystals that are read out with TES’s. Using the same crystal

preparation techniques we developed for the STJ-based detectors, we succeeded in fabricating

high-quality TES’s on top of insulating SiO2 films on top of the superconducting Ta crystals. The

Ta crystal in these detectors functions again as the absorber for the incoming radiation. The TES

functions as a thermometer that measures both the sub-gap phonons that are generated directly by

the absorption event as well as the phonons that are generated by the recombination of two

quasiparticles into Cooper pairs. With these detectors we succeeded in measuring γ-ray induced

current pulses. Unfortunately the detectors didn’t exhibit a good energy resolution. The reason

for the poor performance of these detectors was the low purity of the Ta absorber crystal that was

used. As a result of the low purity only γ-ray induced current pulses were observed from

absorption events directly underneath the TES. When a γ-ray photon was absorbed a few hundred

µm’s away from the TES no current pulses were observed. The reason for this is the limited

distance the quasiparticles were able to diffuse in these detectors during their lifetime. For future

detectors we plan to fabricate detectors that are made with superconducting Ta crystals that have

a higher purity, which should allow the quasiparticles to diffuse greater distances. In addition we

plan to fabricate detectors where the TES is in direct electrical contact with the absorber crystal,

possibly through a normal metal trapping layer. These detectors should also be sensitive to the

quasiparticles generated by the absorption events and not only to the phonons.

A third approach we pursued was to make detectors with dielectric absorber crystals

instead of using superconducting absorbers. We successfully fabricated detectors with InSb

absorber crystals and TES read-out. When we characterized the TES’s fabricated on top of the

InSb absorber crystals we observed that the transitions were generally less sharp than for similar

TES’s deposited on Si or Ta substrates. In addition we observed that the transitions would
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change over time. These effects were more severe for devices in which there was no insulating

SiO2 layer between the TES and the InSb. We attributed these effects to In or Sb atoms diffusing

into the TES and changing its properties over time. When we irradiated the detectors with γ-ray

photons we measured a reasonable spectrum. The energy resolution at 60 keV was about 3 keV.

The width of the lines in the spectrum was determined by the electronic or baseline noise, which

we determined was also 3 keV. To analyze these measurements we developed a theoretical

model which assumes the phonons in the crystal are divided into two groups: a thermal and an

athermal component. The model includes all the relevant heat capacities and thermal couplings

between the phonons in the absorber, the electrons and phonons in the TES and the cold bath.

The model predicts that the γ-ray induced current pulses should have a fast athermal component,

followed by a slow thermal component. It predicts the rise and decay times as well as the

amplitudes of the measured pulses. According to the model the rise time of the measured current

pulses is determined by the intrinsic time constant of the TES. The amplitude of the fast

component (in the “bolometric mode”) is determined by the power of athermal phonons absorbed

in the TES and the total thermal coupling of the TES. The decay time of the fast component is

determined by the life time of the athermal phonon population in the crystal and the TES. Finally

the amplitude and decay time of the slow component are determined by the temperature rise and

thermal relaxation time of the entire detector. The predictions of the model agree very well with

the measured current pulses.

After the initial experiments with the detectors with InSb absorber crystals and TES

read-out we chose one detector with which we performed more extensive measurements. First we

changed the thermal coupling between the detector and the cold bath. As a result of this change

the amplitudes and decay times of the two components of the measured current pulses changed.

These changes were in accordance with what was expected from the theoretical model. In

addition the electronic noise was reduced from 3 keV to 800 eV. The energy resolution at

60 keV, however, was still unchanged at about 3 keV. We think the energy resolution is limited

by position dependence, which means that the response of the detector depends on the position

where the photon is absorbed.

The next step was to investigate what the effects of position dependence on the measured

results were. We found that when we limited the absorption location to a spot 860 µm in

diameter in the middle of the detector, that the energy resolution was improved to 1.37 keV at

60 keV. By changing the absorption location across the detector we determined that the pulse

height changed monotonically by approximately 2% for absorption events at opposite sides of the

crystal. The position dependence inside the 860 µm spot could account for about 600 eV of the

observed 1.37 keV resolution. We think the difference between the observed resolution and the

resolution due to the position dependence inside the absorption spot is caused by either vertical



153

position dependence or charge trapping effects in the InSb crystal. In addition to the pulse height

variation across the detector we also observed the appearance of a second peak in the spectrum

that was due to absorption events that occurred at the edge of the crystal. The pulse height of the

events in this second peak was about 12% lower than that of the events in the main 60 keV line.

This lower pulse height is caused by both a faster thermalization of the athermal phonons at the

edge of the crystal (most likely due to damage at the edge from the cutting of the crystal) as well

as the fact that it is harder for phonons to reach the TES when they are generated at the edge of

the crystal.

Finally we measured the contributions to the noise in the detector. When the detector was

not biased the measured noise could be completely accounted for by the Johnson noise in the

resistors in the read-out circuit and the SQUID noise. However, when the bath was cooled to

below the transition temperature and the TES was biased in the transition, we observed that the

measured noise was about a factor two larger than the expected sum of the Johnson noise,

SQUID noise and phonon noise. It was observed that the extra noise scaled linearly with the

measured pulse height. We ruled out that the extra noise was caused by infrared shot noise or

RF pick up. The only remaining candidate for the observed extra noise is flux noise, that arises

from the independent motion of vortices in the superconducting film. If the extra noise is indeed

caused by flux noise it should be affected by the application of a small magnetic field

perpendicular to the TES.

The focus of future work on the detectors with dielectric absorber crystals will be to

improve the energy resolution. In order to achieve this one should first try to eliminate the effects

of charge trapping and vertical position dependence. In addition one should improve the

signal-to-noise ratio by fabricating detectors with a lower operating temperature. This will reduce

the coupling between the crystal and the TES, which in turn will increase the pulse height of the

athermal component. One should also investigate the influence of applying a magnetic field to

the detectors to see if this affects the magnitude of the extra noise we observed. If we add all of

the above changes up it should be feasible to fabricate a detector that has an energy resolution of

40 eV at 60 keV. 
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Samenvatting (in Dutch)
In 1895 ontdekte Wilhelm Conrad Röntgen wat wij tegenwoordig “röntgenstraling” noemen.

Sinds die tijd heeft men veel geleerd over röntgen- en andere vormen van elektromagnetische

straling. Röntgenstraling wordt als gevolg van de relaxatie van elektronen naar lagere energie

niveaus door een bron uitgezonden. Verschillende atomen (of identieke atomen in verschillende

materialen) hebben verschillende energie niveaus en zenden dus röntgenstralen met verschillende

energieën uit. Door de spektrale verdeling van de röntgenfotonen die door een bron worden

uitgezonden te meten, kunnen we veel te weten komen over de bron. Het energetisch oplossend

vermogen van de spektrometer die gebruikt wordt om de fotonen te meten, bepaalt hoe

nauwkeurig de energie kan worden gemeten. Wanneer men onderscheid wil maken tussen

fotonen die bijna dezelfde energie hebben, of wanneer kleine veranderingen in energieën

gemeten moeten worden, is een spektrometer nodig die een hoog energetisch oplossend

vermogen heeft. Gedurende de afgelopen 15 jaar hebben meerdere onderzoeksgroepen aan

lage-temperaturen spektrometers, die bestaan uit dunne lagen, gewerkt. Lage-temperaturen

spektrometers kunnen zowel een hoog energetisch oplossend vermogen, een hoge absorptie

efficiëntie en een grote bandbreedte bieden. Aanvankelijk werd de ontwikkeling van de

lage-temperaturen spektrometers met name gestimuleerd vanuit de astrofysica en deeltjes fysica

gemeenschappen. Sinds enige tijd bestaat er echter ook interesse binnen de biofysica

gemeenschap en de halfgeleider industrie voor dit soort detektoren. Een groot deel van de

detektoren die met succes zijn ontwikkeld, is gebaseerd op danwel supergeleidende, danwel

normaal geleidende dunne lagen die zijn gekoppeld aan supergeleidende tunnel juncties (STJ’s)

of transitie bolometers (TES’en).

Een STJ bestaat uit twee supergeleidende elektroden, die worden gescheiden door een

dunne isolerende barrière. Wanneer een röntgenfoton wordt geabsorbeerd in een van de

supergeleidende elektroden, breekt het Cooper paren en genereert het een groot aantal

geëxciteerde quasideeltjes. Het aantal gegenereerde quasideeltjes is recht evenredig met de

energie van het geabsorbeerde foton. Wanneer de tunnel-barrière dun genoeg is

(ongeveer 1 tot 2 nanometer), kunnen de golffuncties van de elektron toestanden in de twee

supergeleidende elektroden elkaar overlappen, als gevolg waarvan de quasideeltjes door de

barrière kunnen tunnelen. Door de totale geïntegreerde lading of de stroompuls amplitude van de

tunnelende quasideeltjes te meten, kan men de energie van het geabsorbeerde foton bepalen.

Aangezien de gap-energie in een supergeleider ongeveer een factor 1000 kleiner is dan de

gap-energie in een halfgeleider, is de energie die nodig is om één quasideeltje in een

supergeleider te creëren ongeveer een factor 1000 kleiner dan de energie die nodig is om één

elektron-gat paar in een halfgeleider te creëren. Als gevolg hiervan is het aantal excitaties dat in

een supergeleider wordt gecreëerd ongeveer een factor 1000 groter dan in een halfgeleider. Als
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gevolg hiervan wordt de nauwkeurigheid waarmee het aantal excitaties gemeten kan worden

verbeterd. Voor een typische STJ-spektrometer is de theoretische energie resolutie ongeveer 4 eV

bij 6 keV, hetgeen ongeveer een factor 30 beter is dan wat met de best bestaande halfgeleider

spektrometers kan worden behaald.

Een TES is een dunne laag supergeleidend materiaal, dat in de overgang (transitie) tussen

de supergeleidende en normaal geleidende toestand wordt gehouden. Aangezien de overgang

tussen de supergeleidende en normaal geleidende toestand meestal erg abrupt is, kan de TES

gebruikt worden als een zeer gevoelige thermometer. Een typische TES spektrometer bestaat uit

een dunne-laag absorber die in goed thermisch contact staat met de TES en werkt bij een

temperatuur van rond de 100 mK. Bij deze temperatuur hebben alle onderdelen van de

spektrometer een lage warmte capaciteit. Om de TES als thermometer te gebruiken sturen we

deze aan met een constante spanning. Wanneer nu een röntgen foton wordt geabsorbeerd in de

absorber, genereert het een temperatuursverandering die recht evenredig is met de energie van het

geabsorbeerde foton en omgekeerd evenredig met de warmte capaciteit van de spektrometer. De

temperatuursverandering in de absorber verwarmt de TES, als gevolg waarvan de elektrische

weerstand verandert. Aangezien we de TES aansturen met een constante spanning, heeft de

verandering in de weerstand een verandering in stroom door de TES tot gevolg. Deze

verandering in stroom wordt gemeten met een SQUID. De amplitude van de stroompuls is recht

evenredig met de energie van het geabsorbeerde foton.

Gedurende de laatste paar jaren hebben verschillende groepen aangetoond dat het veld

van lage-temperaturen spektrometers volwassener vormen aanneemt en dat spektrometers die op

zowel STJ’s alswel TES’en zijn gebaseerd met een hoog energetisch oplossend vermogen voor

foton energieën tussen een paar eV en een paar keV, kunnen worden gemaakt. De belangrijkste

motivatie voor het werk dat beschreven is in dit proefschrift, is de ontwikkeling van een

spektrometer die zowel een hoog energetisch oplossend vermogen, alswel een hoge absorptie

efficiëntie heeft voor foton energieën boven 10 keV en tot aan 500 keV. Het probleem met de

spektrometers die op dunne lagen zijn gebaseerd en die met succes zijn ontwikkeld voor

laag-energetische röntgenstraling, is de lage absorptie-efficiëntie voor foton energieën boven

10 keV. Om voldoende absorptie efficiëntie te creëren moeten we overstappen van de dunne laag

absorbers naar één-kristal absorbers die gekoppeld zijn aan dunne laag sensoren. Om zo’n soort

detektor te maken hebben wij een aantal verschillende aanpakken onderzocht.

Een mogelijke aanpak die wij hebben onderzocht bestond uit het koppelen van een

Al/Al 2O3/Al STJ aan een supergeleidend Ta kristal. Het Ta kristal fungeert als absorber voor de

inkomende straling en de STJ fungeert als een sensor die de quasideeltjes meet die gegenereerd

worden in het kristal. De aanvankelijke aandacht binnen ons werk was gericht op het fabriceren

van een hoge-kwaliteit tunnel junctie bovenop een supergeleidend kristal. We hebben uitgebreid
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onderzoek verricht naar verschillende preparatie technieken om de oppervlaktes van de

supergeleidende kristallen zo glad mogelijk te maken. We hebben met succes spiegelgladde Ta

kristallen gemaakt, door zowel mechanisch alswel chemisch te polijsten, als gevolg waarvan

oppervlakte ruwheden van 10 Å over een oppervlakte van 10 × 10 µm2 en 4 Å over een

oppervlakte van 1 × 1 µm2 werden bereikt. Op deze Ta kristallen hebben we supergeleidende

tunnel juncties gefabriceerd met kwaliteits factoren die vergelijkbaar zijn met de resultaten die

we hebben behaald met soortgelijke juncties op Si wafers. Aangezien de verhouding tussen de

volumes van de Al trapping lagen en het Ta kristal heel erg groot was, waren deze detektoren niet

geschikt als hoge-resolutie röntgen spektrometers. Als gevolg van de grote volume verhouding

was de quasideeltjes trappingtijd verschillende ordes van grootte langer dan de verwachtte

quasideeltjes levensduur. De volgende stap op weg naar een hoge-resolutie spektrometer met een

bulk supergeleidende absorber bestond uit het ontwerpen van een detektor met een 3 × 3 matrix

van Al/Al2O3/Al STJ’s bovenop een dun supergeleidend Ta kristal. In deze detektor is de

quasideeltjes trappingtijd aanzienlijk korter waardoor de quasideeltjes worden getrapt voordat ze

het gebied onder de 3 × 3 matrix verlaten. Door de signalen van alle negen juncties in de matrix

op te tellen, kunnen we de energie van het geabsorbeerde foton bepalen. Door de aankomsttijden

van de signalen in de negen juncties te meten kunnen we de absorptie locatie bepalen. Ik heb een

volledig theoretisch model ontwikkeld dat de quasideeltjes diffusie in het supergeleidende kristal,

de quasideeltjes trapping vanuit het kristal in de basis elektroden van de tunnel juncties, het

tunnelen en ook terug-tunnelen van de quasideeltjes in de tunnel junctie en de quasideeltjes

verliesmechanismen in zowel het kristal alswel de tunnel juncties beschrijft. De eerste prototypes

van deze matrix-detektoren worden op dit moment gefabriceerd.

Naast het gebruiken van STJ’s op supergeleidende kristallen, hebben we ook detektoren

met supergeleidende kristallen die door TES’en worden uitgelezen, ontwikkeld. Gebruik makend

van dezelfde preparatie technieken die we hadden ontwikkeld voor de kristal detektoren met

STJ’s, hebben we met succes hoge kwaliteit TES’en gefabriceerd op een isolerende SiO2 laag

bovenop supergeleidende Ta kristallen. Het Ta kristal in deze detektoren fungeert wederom als

absorber voor de inkomende straling. De TES fungeert als thermometer die zowel de fononen,

die direkt door het absorptie event zijn gegenereerd, meet, alswel de fononen die gecreëerd

worden wanneer twee quasideeltjes recombineren en een Cooper paar vormen. Met deze

detektoren hebben we met succes stroompulsen, die veroorzaakt waren door de absorptie van

gamma stralen, gemeten. Helaas was het energetisch oplossend vermogen van deze detektoren

niet erg goed. De reden voor de slechte energie resolutie was de lage puurheid van de Ta

kristallen die waren gebruikt. Als gevolg van de lage puurheid waren we slechts in staat om

stroompulsen van absorptie events die direkt onder de TES hadden plaats gevonden te meten. We

zagen geen stroompulsen wanneer een absorptie event plaats vond op een afstand van een paar
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honderd µm van de TES. Dit werd veroorzaakt door de gelimiteerde afstand die de quasideeltjes

kunnen afleggen gedurende hun levensduur. We zijn van plan om voor toekomstige detektoren

zuiverder Ta kristallen te gebruiken waardoor de quasideeltjes een grotere afstand kunnen

afleggen. Verder plannen we detektoren te maken waarin de TES in direkt elektrisch contact staat

met het absorber kristal, mogelijk via een normaal geleidende trapping laag. Dit soort detektoren

zouden niet alleen gevoelig moeten zijn voor de fononen maar ook voor de quasideeltjes die

gegenereerd worden door de absorptie events.

Een derde aanpak die we hebben nagevolgd bestond uit het maken van detektoren met

diëlectrische absorbers in plaats van supergeleidende absorbers. We hebben met succes

detektoren gemaakt met InSb kristallen, die uitgelezen worden met TES’en. Bij het

karakteriseren van de TES’en bovenop de InSb kristallen vonden we dat de overgang van de

supergeleidende naar normaal geleidende toestand over het algemeen minder scherp was voor de

TES’en die we fabriceerden op de InSb kristallen, vergeleken met dezelfde TES’en op Si en Ta

substraten. Bovendien vonden we dat de overgangskarakteristieken veranderen na verloop van

tijd. Deze effecten waren sterker in detektoren zonder isolerende SiO2 laag tussen de TES en het

InSb kristal. We denken dat deze veranderingen worden veroorzaakt door In of Sb atomen die in

de TES diffunderen. Wanneer we de detektoren bloot stellen aan gamma stralen, meten we

redelijke spektra met een energie resolutie van ongeveer 3 keV bij 60 keV. De breedte van de

lijnen in de spektra wordt volledig bepaald door de elektronische ruis. Om de gemeten resultaten

te analyseren hebben we een theoretisch model ontwikkeld, waarin we aannemen dat de fononen

in het kristal verdeeld zijn in twee categoriën: een thermische en een athermische populatie. Het

model bevat alle relevante warmte capaciteiten en thermische koppelingen tussen de fononen in

de absorber, de elektronen en de fononen in de TES en het warmtebad en voorspelt dat de

stroompulsen, die door de gamma stralen worden veroorzaakt, een snelle athermische component

moeten hebben, die gevolgd wordt door een langzamere thermische component. Het model

voorspelt tevens de stijg- en afvaltijden, alswel de amplitudes van de gemeten stroompulsen.

Volgens het model wordt de stijgtijd van de gemeten stroompulsen bepaald door de intrinsieke

tijdconstante van de TES. De amplitude van de snelle component (in de “bolometrische mode”)

wordt bepaald door het vermogen van de athermische fononen dat in de TES wordt geabsorbeerd

en de thermische koppeling tussen het kristal en de TES. De afvaltijd van de snelle component

wordt bepaald door de levensduur van de athermische fononen in zowel het kristal alswel de

TES. Tenslotte worden de amplitude en afvaltijd van de langzame component bepaald door de

temperatuurstijging en thermische relaxatietijd van de gehele detektor. De voorspellingen van het

theoretische model zijn in goede overeenstemming met de gemeten stroompulsen.

Na de aanvankelijke experimenten met de detektoren met de InSb absorbers en TES’en,

hebben we een detektor gekozen waarmee we een uitgebreidere serie experimenten hebben
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uitgevoerd. Allereerst hebben we de thermische koppeling tussen de detektor en het warmtebad

veranderd. Als gevolg hiervan veranderden de amplitudes en afvaltijden van de gemeten

stroompulsen. De veranderingen waren in overeenstemming met wat werd verwacht vanuit het

theoretische model. Verder werd de elektronische ruis verbeterd van 3 keV naar 800 eV. De

energie resolutie bij 60 keV bleef echter onveranderd 3 keV. We denken dat de energie resolutie

wordt gelimiteerd door plaats afhankelijkheid, dat wil zeggen het signaal van de detektor hangt af

van de locatie waar het foton is geabsorbeerd.

De volgende stap bestond uit het onderzoeken van de effecten van de plaats

afhankelijkheid op de gemeten resultaten. We vonden dat wanneer de absorptie locatie werd

gelimiteerd tot een plek 860 µm in diameter in het midden van de detektor, de energie resolutie

werd verbeterd tot 1.37 keV bij 60 keV. Toen we de absorptie locatie van de ene kant van het

kristal naar de andere kant van het kristal bewogen vonden we dat de pulshoogte monotoon

veranderde met 2%. De plaats afhankelijkheid binnen de 860 µm plek kon ongeveer 600 eV van

de gemeten 1.37 keV verklaren. We denken dat het verschil tussen de gemeten energie resolutie

en de energie resolutie als gevolg van plaats afhankelijkheid binnen de absorptie plek

veroorzaakt wordt door danwel verticale plaats afhankelijkheid, danwel trapping van

ladingsdragers in het InSb kristal. Naast de pulshoogte variatie over het kristal oppervlak hebben

we ook het ontstaan waargenomen van een tweede piek in de spektra. Deze wordt veroorzaakt

door absorptie events aan de rand van het kristal. De pulshoogte van de events in deze tweede

piek was 12% lager dan van de events in de 60 keV hoofdlijn. Deze lagere pulshoogte wordt

veroorzaakt door zowel een snellere thermalisatie van de athermische fononen aan de rand van

het kristal (waarschijnlijk vanwege schade aan het kristal door de preparatie), als door het feit dat

het moeilijker is voor de fononen die aan de rand van het kristal worden gecreëerd om de TES te

bereiken.

Tenslotte hebben we de bijdragen aan de ruis in de metingen bepaald. Wanneer de

detektor niet wordt aangestuurd, kan de ruis volledig worden beschreven met de Johnson ruis in

de weerstanden in het uitlees-circuit en de SQUID ruis. Echter, wanneer het warmtebad wordt

afgekoeld tot beneden de overgangstemperatuur van de TES en we de TES aansturen in de

overgang, zien we dat de gemeten ruis ongeveer een factor twee groter is dan hetgeen verwacht

kan worden van de som van de Johnson ruis, SQUID ruis en fonon ruis. We vonden dat de extra

ruis recht evenredig is met de gemeten pulshoogte. We hebben uitgesloten dat de extra ruis werd

veroorzaakt door infrarood ruis danwel de inkoppeling van RF straling. De enige overgebleven

kandidaat voor de extra ruis is flux ruis, die veroorzaakt wordt door de willekeurige beweging

van vortices in de supergeleidende lagen. Als de extra ruis inderdaad door flux ruis wordt

veroorzaakt, zouden we de grootte moeten kunnen beïnvloeden door het aanbrengen van een

klein magnetisch veld dat loodrecht op de TES staat.
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De aandacht van toekomstig werk met de detektoren met diëlectrische kristallen zal zich

met name moeten richten op het verbeteren van de energie resolutie. Om dit te bereiken moet

men eerst de effecten van de trapping van ladingsdragers en de verticale plaats afhankelijkheid

verminderen. Verder moet men de signaal-ruis verhouding verbeteren door detektoren te maken

met een lagere overgangstemperatuur. Als gevolg hiervan zal de koppeling tussen het kristal en

de TES verkleinen, als gevolg waarvan de pulshoogte van de athermische component zal

toenemen. Men zal ook de effecten van het aanbrengen van een klein magnetisch veld op de

detektoren moeten onderzoeken, om te zien of dit de gemeten extra ruis verandert. Als alle

veranderingen in beschouwing worden genomen, moet het mogelijk zijn om een detektor te

fabriceren die een energie resolutie heeft van 40 eV bij 60 keV.
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